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It is structure that we look for whenever we try to understand anything.
All science is built upon this search

Linus Pauling in The place of chemistry in the integration of sciences.
Main currents in modern thought, 7, 110 (1950)



Supervisor’s Foreword

More than a hundred years ago Wilhelm Conrad Röntgen discovered a new type of
radiation, named by him as X rays. Already within the first years after invention
they developed into an extremely powerful tool which changed profoundly a whole
branch of science.

Thanks to their short wavelength and the ability to transmit through matter,
X rays have developed into one of the most important diagnostic tools in science,
medicine and technology. In contrast to high power optical lasers, which nowadays
are used for example for welding, X-ray sources are usually assumed to be weak;
we don’t see and feel X rays. Now, with the advent of X-ray lasers based on particle
accelerators, so called free-electron-lasers (FELs), X-ray beams and pulses with
power densities of up to 1018 W/cm2 have become available, many orders of
magnitude more intense than needed for welding. Thanks to their high intensity
they can be used for dynamic studies of nanoscale objects on the natural timescale
of molecular vibration and electron motion. On the other hand the focused X rays
can transfer all kinds of matter into a plasma state within femtoseconds. Therefore,
in order to make use of them, it is necessary to gain an understanding of their
interaction with matter, which can deviate from that at low doses.

This brings me to the topic of Daniela’s thesis. She has been studying the
interaction between intense short wavelength light pulses emitted from an FEL, the
FLASH facility in Hamburg, with matter. As samples she uses large rare gas
clusters which have been established as model systems for light–matter interaction
since their size can be easily varied and thus they allow for distinguishing between
atomic and condensed matter effects. A key aspect of Daniela’s work is the
investigation of single, individual clusters. This allows her to circumvent the
problem of averaging over cluster size and power densities und thus to generate
very meaningful experimental data. She could show how those clusters grow and
studied how the clusters transform into highly excited nanoplasma upon
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illumination with intense light pulses. These future shaping results are not only
important for imaging of gas-phase nanoparticles but also for other fields ranging
from material science to bio- and plasma physics.

Berlin, Germany Prof. Thomas Möller
December 2015
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Abstract

In this work fundamental mechanisms of the interaction between matter and strong
short-wavelength pulses have been investigated. For the experiments ultrashort and
highly intense light pulses in the extreme-ultraviolet spectral regime from the
Free-Electron Laser in Hamburg FLASH have been used. They provide access to
new fields of experiments such as imaging of single nanometer-sized structures.

Rare gas clusters in the gas phase were investigated as ideal model systems for
light–matter interaction. From the scattering patterns of individual clusters, their
size and shape as well as the power density they were exposed to can be deter-
mined. But also light-induced changes in the clusters on a femtosecond timescale
are encoded in the scattered light. By combining single cluster imaging with the
coincident measurement of ion spectra, it is possible to sort the single shot data
based on the information in the scattering patterns. Thus, the averaging of cluster
size distributions and FEL power density profiles which has been apparent in
virtually all previous studies on rare gas clusters can be overcome. The well-defined
conditions in the single shot data sorted for cluster size yield unique insight into the
nanoplasma dynamics.

Large xenon clusters with diameters of hundreds of nanometers up to microns
could be produced and investigated for the first time. Their scattering patterns
reveal a complex, hailstone-like structure, yielding new insight into cluster mor-
phology and growth mechanisms.

The characteristic energy distributions of the ions determined from the
time-of-flight spectra of very large single xenon clusters indicate that only ions from
the outermost atomic monolayer of the cluster explode off. At the same time, the
highly efficient recombination in the remaining, quasi-neutral nanoplasma allows
for most atoms in the cluster to return back to neutral state.

From the corresponding scattering patterns intensity profiles can be extracted.
Mie theory yields insight into the optical properties of the clusters. In the intensity
profiles of large clusters, modulations are observed which indicate the development
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of a core–shell system within the nanoplasma. The core and a shell that is up to
50 nm thick differ in the optical properties, yielding insight into ultrafast
rearrangements of the electronic structure of the cluster.

The original version of this thesis was examined on May 30, 2013. For this book
some revisions have been made, in particular recent citations have been updated.

x Abstract
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Chapter 1
Theoretical Concepts for Single
Cluster Imaging

1.1 Introduction: X-Ray Imaging of Single Nanoparticles

The rapid progress in laser technology over the last decades enabled pioneering
insight into the timescales of chemical processes [1].Well controlled short and intense
laser pulses can be produced with state-of-the-art laser systems, which allow for
temporally resolving nuclear motion within molecules and even the dynamics of
valence electrons. These possibilities have initiated the new fields of femtochemistry
[2] and attosecond science [3].

On the other hand the understanding of the fundamental organization of matter
has been revolutionized by X-ray science since the discovery of X-rays in 1895 [4].
Groundbreaking insight into the electronic properties of matter has been achieved
with core-level spectroscopy [5] and X-ray diffraction based techniques have been
instrumented to investigate the structural composition of matter [6, 7]. Structural
analysis with X-rays increasingly gained relevance in life-sciences. Knowing the
structure of biologically important molecules such as hemoglobin [8] and bio-
chemical substances as penicillin [9] constitutes the basis for understanding their bio-
logical function. With the development of modern X-ray synchrotron sources struc-
ture determination of crystallized macromolecules has become a well-established
method [10, 11]. However, the crystallization of the target molecules still poses a
challenging and in many cases unsurmountable obstacle for structural analysis by
X-ray diffraction [12]. Therefore, only a small fraction of biologically important
systems have been structurally determined yet.

The advent of shortwavelength free-electron lasers (FELs) combines femtosecond
time resolution with the power of X-ray based techniques [13–15]. They deliver
highly intense ultrashort pulses and photon energies well into the hard X-ray regime.
One of the challenging future visions in the context of this development is the idea of
imaging individual molecules in single light pulses and accessing processes in these
molecules on the atomic length and time scale.

© Springer International Publishing Switzerland 2016
D. Rupp, Ionization and Plasma Dynamics of Single Large Xenon Clusters
in Superintense XUV Pulses, Springer Theses,
DOI 10.1007/978-3-319-28649-5_1
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2 1 Theoretical Concepts for Single Cluster Imaging

(a) (b)

Fig. 1.1 a Concept of single-molecule imaging. An individual molecule is hit by an intense short
X-ray pulse and the resulting scattering pattern is recorded with an X-ray photon detector. The
diffraction pattern has to be obtained before the molecule is destroyed. The radiation damage puts
severe requirements to the duration of the X-ray laser pulse. The exploding molecule is taken from
[17]. bDiffraction pattern of a single mimivirus obtained at LCLS. The inset on the right side shows
a reconstruction of the virus from the scattering pattern. For comparison, an electron microscopy
image of a mimivirus is displayed in the left inset [24]

Figure1.1a illustrates the concept of imaging a single molecule in flight, also
referred to as diffraction before destruction [16]. A large number of photons is neces-
sary to produce sufficient elastically scattered light for acquiring a scattering pattern.
Therefore the molecule gets ultimately destroyed in the process [17]. This results
in demanding requirements on the pulse duration [17]. Even if the light pulse is
short enough to avoid blurring of the diffraction pattern by nuclear motion, ultrafast
changes in the electronic structure will occur on a much faster time scale and may
alter the information in the scattering pattern.

The availability of ultrashort intense pulses in the vacuum-ultraviolet (VUV) and
extreme-ultraviolet (XUV) spectral regime at the Free-Electron Laser in Hamburg
FLASH and up to the X-ray range at the Linear Coherent Light Source LCLS in
Stanford enabled a large number of novel experiments [18, 19]. Within this progress,
single shot imaging of free particles in the gas phase [20–23] and particularly of non-
repetitive and non-reproducible biological objects became possible [24]. Figure1.1 b
displays the diffraction pattern of an individual virus imaged with an X-ray pulse
from LCLS [24]. The inset on the right hand side shows a reconstruction of the virus,
which could be calculated from the scattering pattern. For comparison, an electron
microscopy image of this type of virus is displayed in the left inset. According to
detailed theoreticalwork, the achievable spatial resolution for structure determination
in such experiments is ultimately limited by radiation damage [25–27]. Hence, the
understanding of underlying processes such as ionization and fragmentation is of a
key interest for all kinds of imaging applications.
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The investigation of rare gas clusters in the gas phase as simple model systems
for the interaction of matter with intense short-wavelength pulses helps to gain deep
insight in the underlying ionization processes as well as electron and nuclear dynam-
ics [21, 28]. So far, studies on rare gas clusters have shown that the initial ionization,
which denotes the first step of radiation damage, is influenced by the atomic envi-
ronment [29]. Concepts for relaxing the severe conditions on pulse durations for
imaging of single molecules by embedding the particles in a temper layer could be
demonstrated with clusters [30]. From the scattering patterns of single clusters, both
the structure and transient changes in the electronic properties of the particles due
to the interaction with the light could be extracted [31]. This yields valuable insight
into radiation damage evolving on the timescale of femtoseconds.

In this work the ionization and plasma dynamics of clusters in highly intense
XUV pulses from the FLASH free-electron laser are investigated in a combined
imaging and spectroscopy approach. By analyzing the scattering patterns the single
shot data can be down-selected to ideal data sets with a well known cluster size and
a defined exposure power density. The structural information from the images of
single clusters yields unique insight into the growth process of rare gas clusters in
a gas expansion. The findings also allow for extending the accessible cluster sizes
up to several micrometers in diameter, by far exceeding common scaling laws [32].

The focus of this thesis is set on analyzing the scattering patterns and ion spectra
in this so far unexplored size range in order to investigate the role of the nanoplasma
which evolves in the clusters during the interactionwith the laser pulse. The questions
asked are in particular:

• What is the effect of the plasma electrons that are bound to the cluster as a whole
on the scattering process?

• How does the ionization dynamics proceed in large clusters, what does the charge
distribution look like?

• How is the fragmentation of the clusters influenced by the distribution of ions and
the density and temperature of the electron cloud?

The results from the scattering patterns show indications of electronic rearrangements
within the highly ionized nanoplasma to a core-shell type structure on a sub-100 fs
time scale. In contrast the ion spectra reveal that on a much longer time scale only
the outermost atomic layer of the cluster explodes off. The largest part of the cluster,
even though highly ionized during the pulse, recombines to neutral atoms. In those
findings the capability of simultaneous imaging and ion spectroscopy of single clus-
ters becomes apparent: That is to address different timescales of complex dynamics
within well characterized systems and therefore gain unprecedented insight into the
underlying processes.

The investigation of the interaction between intense laser pulses and clusters is
related to several different research fields. The interpretation of the light-induced
processes and dynamics in finite-size particles requires concepts from atomic, solid
state, and plasma physics as well as linear and nonlinear optics. In the rest of this
chapter, a brief overview shall be given on the theoretical basics, which were used
for analyzing and interpreting the experimental results in this work.
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In Sect. 1.2 the propagation of light in matter and the basics of light scattering
will be discussed via a classical approach.Microscopic andmacroscopic descriptions
can be used to gain an understanding of the phenomena of scattering from free and
bound electrons and the diffraction of light from homogenous and coated spherical
particles.

Section1.3 is dedicated to the special circumstances in this experiment introduced
by the intense XUV light. While the classical descriptions imply a purely linear
response of the analyzed systems, the transition towards a nonlinear response of
matter has to be considered. In particular atomic processes at different laser intensities
and excitation energies will be discussed. Within the perturbative regime of the
experiments in this work, the element-specific response of the target material to the
excitation energy is of great importance. Accordingly, the ionization properties of
atomic xenon and its ions will be presented.

The phenomena related to the specific characteristics of clusters resulting from
finite-size, many-body and collective effects are addressed in the last part of this
chapter, Sect. 1.4. The wavelength dependent excitation processes in clusters are
discussed, with an emphasis on the emergence and development of a nanoplasma.
In this context, helpful concepts from plasma physics are introduced. An overview
is given on selected findings from laser–cluster experiments ranging from the VUV
up to the X-ray spectral regime.

It is important to note, that in contrast to the clear limits assigned to the spectral
regimes of infrared and visible light, deviations exist in the literature on the termi-
nology used for higher photon energy regimes. Throughout this thesis, the photon
energy of 91eV used in the experiment will be assigned to the extreme ultraviolet
(XUV) range, which can be defined to cover energies from 30 to 100eV. Smaller
photon energies around 10eV will be denoted as vacuum ultraviolet (VUV), while
the range above 100eV up to 1keV is referred to as soft X-ray.

1.2 Propagation, Absorption and Scattering of Light
in Matter

The theoretical description of light–matter interaction ranges from classical over
semi-classical approaches to quantum-electrodynamics. Even though several impor-
tant quantities such as light induced transition rates between atomic states can only
be correctly described quantum-mechanically, the classical approach enables a fun-
damental and intuitive understanding in particular for phenomena of elastic light
scattering. Therefore, the discussion in this section is restricted to a purely clas-
sical picture, departing from the basic equations of electrodynamics, the Maxwell
equations. A microscopic model of the atomic systems is given by a Lorentz-like
harmonic oscillator with a single resonance frequency for electrons bound to atoms.

The derivation of important relationships will be limited to the motivation of
key steps. Only in the case of scattering from a spherical particle in the framework
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of Mie-theory (Sect. 1.2.3), explicit expressions are given, which are later used in
simulation algorithms for the analysis of experimental data.

The line of arguments follows the books of Hau-Riege, High-Intensity X-rays—
Interaction with Matter [33], Attwood, Soft x-ray and extreme ultraviolet radiation
[34] and Bohren and Huffmann, Absorption and Scattering of Light by Small Parti-
cles [35].

1.2.1 Wavelength Dependent Response of Matter

The propagation of light in matter and the interaction between both treated in a
classical picture is located in the field of optics,which can be considered a subdivision
of electrodynamics. Therefore, the point of departure for considering elastic light
scattering can be found in the basic equations of electrodynamics. The Maxwell
equations [36] connect the electric and magnetic fields to each other and to their
sources, charge and current. In MKS units they read [37]

�∇ · �D = ρ (Coulomb’s law) (1.1)
�∇ · �B = 0 (1.2)

�∇ × �E = −∂ �B
∂t

(Faraday’s law) (1.3)

�∇ × �H = �J + ∂ �D
∂t

, (Ampere’s law) (1.4)

where ρ is the charge density, �D is the electric displacement and �B is the magnetic
induction. The electric field vector is denoted as �E , the magnetic field vector is given
by �H , and �J is the current density. The influence of an electromagnetic field on
matter and its response are defined by the constitutive relations

�D = ε0 �E + �P( �E)
�H = 1

μ0
�B + �M( �H)

(1.5)

with �P being the electric polarization and �M the magnetic polarization, respectively.
The constants ε0 and μ0 denote the permittivity and the magnetic permeability of
free space. In the absence of matter, the constitutive relations reduce to

�D = ε0 �E
�B = μ0 �H .

(1.6)

An important relationship between both matter-specific source terms, charge and
current density, can be directly derived from the Maxwell equations. By taking the
divergence of Ampere’s law, Eq.1.4 and recalling that ∇(∇ × �a) equals zero, the so
called charge continuity equation is derived:
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∇ �J + ∂ρ

∂t
= 0 (1.7)

From another combination of Maxwell equations the vector wave equations arise.
Equations1.1–1.4 together with recognizing the constitutive Eq.1.5 for propagation
in a material yield

(
∂2

∂t2
− c2∇2

)
�E(�r , t) = − 1

ε0

[
∂ �J (�r , t)

∂t
+ c2∇ρ(�r , t)

]
. (1.8)

In the case of free space the charge density and current density are absent, thus the
second part of the vector wave equation will be zero. The solution of these equations
for several specific source terms will be the focus of discussion in the next sections.

The constant c, which is given by c = 1/
√

ε0μ0, can be identified as the phase
velocity of an electromagnetic wave in vacuum. For propagation in matter the phase
velocity vp is found to be dispersive. Therefore, an important quantity can be intro-
duced, the complex refractive index n of a material with vp = c

n . Especially in the
XUV, where the refractive index tends to differ only slightly from unity, n is typically
expressed as

n = n′ + i · n′′ = 1 − δ + i · β. (1.9)

The role of the imaginary and real part of the refractive index can be illustrated by
considering a plane wave of the form

�E(�r , t) = �E0ei(�k�r−ωt).

Note that plane waves are solutions of the vector wave Eq.1.8, even though they can
not be considered physical fields as they are not normalizable. However, physically
appropriate wave packages can be Fourier synthesized by plane waves. This will be
further used in the context of Mie theory in Sect. 1.2.3.

The phase velocity connects the wave vector �k = kk̂ with the refractive index by
v = ω/k = c/(1 − δ + iβ), therefore a plane wave propagating through a material
with refractive index n = 1 − δ + iβ yields

�E(�r , t) = �E0e−iω(t−r/c)︸ ︷︷ ︸
vacuum propagation

· e−i(2πδ/λ)r︸ ︷︷ ︸
phase shift

· e−(2πβ/λ)r︸ ︷︷ ︸
decay

. (1.10)

While the real-valued part of the refractive index induces a phase shift to the wave
compared to the propagation in vacuum, which results for example in the phenomena
of refraction, the imaginary part is responsible for a decay of the field amplitude and
therefore ameasure of absorption inmatter. The observable accessible in experiments
is not the electric field vector but the intensity I given by the square of the amplitude
I = | �E |2. In direction of propagation ẑ through a material with refractive index
n = 1 − δ + iβ, the intensity is given by
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I (z) = | �E0|2 · e
4πβ
λ z .

The decay of the intensity to 1/e of the initial value defines the so called penetration
depth

la = λ

4πβ
. (1.11)

Real and imaginary part of the refractive index do not vary independently, they are
related to each other by the so called Kramers–Kronig dispersions relations [37, 38].
They read:

δ(ω) = 2
π

PC

∞∫
0

d�
�·β(�)

�2−ω2 ,

β(ω) = −2ω
π

PC

∞∫
0

d� δ(�)

�2−ω2 .

(1.12)

PC denotes the value of the Cauchy integrals around the pole points in the denom-
inator. It is important to note that dispersion relations as Eq. 1.12 also connect the
real and imaginary part of other possible representations of the optical properties of
matter, such as atomic scattering factors f (ω) or dielectric function ε(ω) which will
be introduced below. The Kramers–Kronig relation are in practice used for calculat-
ing one quantity from the measurement of the other over a large spectral range (cf.
Sect. 3.5.4).

In order to gain a deeper understanding of light scattering, it is important to
set macroscopical observation quantities as β and δ in the context of microscopic
processes. Therefore, the microscopical process of light scattering can be described
as a periodic motion of charges in a time varying electric field, which leads to radi-
ation. Considering the scattering from free and bound electrons as discussed in the
next Sect. 1.2.2 is able to complement the diffraction from extended spherical par-
ticles, treated subsequently in Sect. 1.2.3, which is in particular important for the
interpretation of the current results.

1.2.2 Scattering from Free and Bound Electrons

Elastic light scattering denotes the process of redirecting photons without changing
their energy. To some extend, elastic light scattering can only be an idealized process,
as photons also possessmomentum.Only for collisionswith particles of infinitemass,
totally elastic processes can be assumed, which becomes particularly important in
the X-ray regime. However, in the XUV range around 100eV photon energy, the
recoil of the photons can still be neglected [33].

Scattering of electromagnetic waves is always a phenomenon of inhomogeneities
in the path of light propagation [35]. Inhomogeneities which induce light scattering
can be found on the atomic scale or on the scale of aggregation of many atoms, such
as interfaces or density fluctuations. Extended homogeneous media do not induce
light scattering.

http://dx.doi.org/10.1007/978-3-319-28649-5_3
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As a classical model of the microscopic scattering process radiation from accel-
erated point charges is considered in this section. In order to mimic the bound state
of electrons in atoms, a Lorentzian model of a single-resonance oscillator can be
employed. The description is limited to a linear response of matter to light and there-
fore to low intensities of the light field. Nonlinear effects in intense light fields will
be discussed in Sect. 1.3.

As a first step the radiation field from an accelerated point charge will be calcu-
lated. To quantify the ability of the electrons to scatter light, the concept of scattering
cross-sections is introduced. Subsequently, the cross-sections of free and bound elec-
trons as well as multi-electron atoms can be derived.

Electrical field of an oscillating charge: The vector wave equation 1.8 has been
derived above from the Maxwell equations in a representation which explicitly
denotes the dependencies from the matter-related sources of the fields, the charge
and current densities:

(
∂2

∂t2
− c2∇2

)
�E(�r , t) = − 1

ε0

[
∂ �J (�r , t)

∂t
+ c2∇ρ(�r , t)

]
(1.13)

Only the wave equation for �E is given here, and also the subsequent discussion con-
centrates on the description of the electric field. In principle, analog derivations could
be conducted for �B. However, the acceleration of the electrons from the �B-component
of the light field can be neglected according to the following considerations.

A charge in an incident light wave ( �Einc, �Binc) is driven by the Lorentz force

�F = m�a = −e[ �Einc + �v × �Binc]. (1.14)

As long as v � c the acceleration results mainly from the electric field because the
magnetic field is proportional to �Binc ∝ v

c
�Einc.

The electric field which will be radiated by an arbitrary oscillating charge can be
calculated from Eq.1.13. In order to simplify the derivation, a mathematical trick is
employed by transforming fields and source terms into the frequency domain [34,
37]. The operators ∂/∂t and ∇ transform to −iω and i �k, respectively. All quantities
in the spatial domain A(�r , t) can be expressed by their Fourier transforms

A(�r , t) =
∫

�k

∫
ω

Akωe−i(ωt−�k�r) dωd�k
(2π)4

Then, by recognizing the operator transfers, the electrical field from Eq.1.13 trans-
forms to

(ω2 − k2c2) �Ekω = 1

ε0
[(−iω) �Jkω + ic2�kρkω]. (1.15)

The charge continuity Eq.1.7 reads in frequency space

i �k �Jkω − iωρkω = 0,
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with �k = k · k̂0. Therefore, the Fourier transform of the field �Ekω is found to be

�Ekω = −iω

ε0

[ �Jkω − k̂0(k̂0 �Jkω)

ω2 − k2c2

]
. (1.16)

Note, that the numerator of Eq.1.16 projects the current density in frequency domain
�Jkω on the direction perpendicular to k̂0:

�Ekω = −iω

ε0

�JT,kω

ω2 − k2c2
.

For point radiators, such as electrons in our model, the charge density can be
expressed by the Dirac delta function δ(�r), which yields the current density

�J (�r , t) = −eδ(�r)�v(t).

Substituted in �Ekω , and transformed back into space domain, the electric field radiated
by an oscillating point charge can be expressed as

�E(�r , t) = e

4πε0c2r

d �vT (t − r
c )

dt︸ ︷︷ ︸
�aT

⇔ �E(�r , t) = e · �aT (t − r
c )

4πε0c2r
. (1.17)

This relation reveals, that the emitted field has been generated from the acceleration
component of the charge perpendicular to the propagation direction, but at a retarded
time t ′ = t − r/c needed for the light to travel to the observer. The exclusive
dependency on the transverse component of the acceleration is equivalent to the well
known characteristic of a dipole emitter as displayed in Fig. 1.2. In great distance to
an oscillating point charge, a characteristic sin2 θ-distribution of the emitted power
is observed, with θ being the observation angle. In the direction of the acceleration
â, the emission is zero.

Fig. 1.2 Characteristic dipole emission observed in great distance to an oscillating point charge. �a
denotes the acceleration vector of the charge, the emission in this direction â is zero. The emitted
power under an observation angle θ is proportional to sin2 θ. From [34]
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In order to find a measure for the ability of systems to scatter light, the incident
and scattered power will be examined. The energy transport of an electromagnetic
wave is represented by the Pointing vector �S with

�S(�r , t) =
√

ε0

μ0
| �E |2k̂0.

Therefore, the radiated power per unit area from an oscillating charge yields

�S(�r , t) = e2 · |�aT |2
16π2ε0c3

k̂0
r2

= const · |�aT |2
r2

k̂0. (1.18)

The radiated power from the point source decreases quadratically to the distance r ,
which corresponds to a constant flux of energy through a sphere around the point
charge with increasing area ∝ r2. The total power P emitted by an oscillating elec-
tron with acceleration �a is found by substituting the transversal component of the
acceleration �aT = �a · sin θ (cf. Fig. 1.2) and integrating over the full solid angle,

P = e2

6πε0c3
|�a|2. (1.19)

As an important quantity for comparing the ability of systems to scatter light, the
scattering cross-section σ can be introduced. σ is defined as the ratio of radiated to
incident power

σ = Pscatt

| �Sinc|
. (1.20)

In order to derive the cross-sections of free and bound electrons, the explicit form of
their respective accelerations �a has to be derived in the subsequent paragraphs.

Thomson scattering from a free electron: From the Lorentz force (Eq.1.14, the
v × �B term will be neglected again) the acceleration of a free electron in a light field
can be calculated

�a(�r , t) = − e

me

�Einc(�r , t); ⇔ aT = a sin θ = − e

me
Einc,0 sin θ.

Therefore, the radiated electric field 1.17 yields

�Escat (�r , t) = re

r
Einc,0 sin θe−iω(t− r

c ), (1.21)

with the electron radius re = e2/(4πε0mec2) = 2.8 × 10−15 m. By calculating the
total power (Eq.1.19), the elastic scattering cross-section of a free electron, also
referred to as Thomson cross-section [39] can be found:

σel = 8π

3
r2e . (1.22)
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The Thomson cross-section does not depend on the frequency of the incident elec-
tromagnetic field. It has a value of about 6.7×10−29 m2 or 0.67barn. This value will
be valid up to photon energies in the hard X-ray regime, where photon recoil starts
to play a role.

Elastic scattering from bound electrons: In order to calculate the cross-section
of an electron bound to an atom, the mechanical model of a driven oscillator with
resonance frequency ωres and damping γ can be used. The response of such a system
to the incident wave is dependent on the difference between the light frequency and
the oscillator frequency (ω − ωres). The acceleration of the bound electron can be
determined by the equation of forces

me
d2 �x
dt2

+ meγ
d �x
dt

+ meω
2
res �x = −e �Einc, (1.23)

again neglecting themagnetic field term of the Lorentz force. Solving this differential
equation yields the acceleration

�a = −ω2

ω2 − ω2
res + iγω

e �Einc

me
. (1.24)

By calculating the Pointing vector 1.18, we obtain the cross-section of a bound
electron:

σbound = 8π

3
r2e

ω4

(ω2 − ω2
res)

2 + (γω)2
. (1.25)

The strong dependency of the cross-section on the frequency is depicted in Fig. 1.3.

Fig. 1.3 Semi-classical scattering cross-section of a bound electron with resonant frequency ωs
normalized to theThomson cross-section. Formuch smaller frequencies than the resonant frequency,
the Rayleigh-limit is observed (σ ∝ λ−4). For much larger frequencies, the scattering cross-section
of a bound electron approaches the Thomson value. From [34]
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Far above the resonance frequency, ω 
 ωres , the light induced oscillations
become too fast to notice the response of the oscillator and the cross-section
approaches the Thomson value. If the frequency of the light field approaches the
resonance frequency of the oscillator, the cross-sections becomes maximal. The
damping term γ defines the width of the resonance.

If ω � ωres Eq.1.30 reduces to the well known relationship for Rayleigh scatter-
ing [40] (under the condition γ � ωres)

σR = 8π

3
r2e

(
ω

ωres

)4

(1.26)

Elastic scattering from multi-electron atoms: The electrons in an atom can be
tightly bound in inner electronic shells or only weakly in case of a valance shell.
Therefore, a classical model of amulti-electron atom can be constructed from several
oscillators with different coupling constants and thus different resonance frequencies
ωs . In addition, for short wavelength radiation the individual coordinates �rs of the
point charges have to be considered.

Analog to the discussion above for single electrons, the electrical field emitted
by the multi-electron atom can be calculated. Following the superposition principle
[41], �E(�r , t) will be given by the sum of the fields from each individual electron

�E(�r , t) = e

4πε0c2

Z∑
s=1

�aT,s(t − rs/c)

rs
(1.27)

which can be simplified by introducing the atomic scattering factor f (�k,ω),

�E(�r , t) = −re

r

[ Z∑
s=1

ω2ei�k�rs

ω2 − ω2
s + iγω

]

︸ ︷︷ ︸
f (�k,ω)

Einc,0 sin θe−iω(t−r/c). (1.28)

In the here presented form the atomic scattering factor denotes a complicated quantity,
which is dependent from the relative coordinates of the individual electrons �rs .
However, the relationship can be simplified by considering that in the XUV range
the wavelength of the light is still larger than the atomic dimension λ 
 a0, the so
called Bohr radius. As most of the electron density is located within a distance to the
core approximated by a0, all electrons will experience the same field strength. This
reduces the atomic scattering factor to

f (ω) =
Z∑

s=1

ω2

ω2 − ω2
s + iγω

. (1.29)
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In a multi-electron atom several electrons share the same resonance frequency, as—
quantum-mechanically spoken—they occupy the same shell. Therefore, it is con-
venient to introduce a quantity referred to as oscillator strength gs . In the classical
model, gs simply equals the number of electrons in a shell s with the same resonant
frequency. The gs obey the sum rule

∑Z
s=1 gs = Z , whereas Z is the total number

of electrons in the atom. From a quantum-mechanically correct treatment the gik

arise as transition probabilities between state i and state k. Also for the quantum-
mechanically quantity gik the sum rule is valid.

FromEqs. 1.28, 1.31 and 1.19 the scattering cross-section of amulti-electron atom
can be obtained as

σ = 8π

3
r2e | f (ω)|2, (1.30)

with the complex atomic scattering factor

f (ω) =
∑

s

gsω
2

ω2 − ω2
s + iγω

= f1(ω) − i f2(ω). (1.31)

The complex refractive index as the macroscopic corespondent to the atomic scat-
tering factors can be expressed in microscopic terms by

n(ω) = 1 − nareλ
2

2π

(
1 − f1(ω) + i f2(ω)

)
, (1.32)

which yields the relationships separately for real and imaginary parts

δ = nareλ
2

2π
f1, (1.33)

β = nareλ
2

2π
f2. (1.34)

Though the derivation of the relationship between atomic scattering factors and
complex refractive index will not be explicitly presented here, it can be derived in full
analogy to the previous discussion (cf. [34], p. 56 ff).A large number ofmulti-electron
atoms have to be considered in extended media, but obviously the approximation of
all electrons experiencing the same field is not valid here. As a result, different
coordinates for all atoms have to be accounted for, which is for example responsible
for the very complicated structures of diffraction patterns obtained from large bio-
molecules (cf. for example Fig. 1.1).

However, in the case of homogeneously extended media, the following consider-
ation can help to simplify the problem: In the direction of propagation, the relative
coordinates of the atoms do not matter, constructive interference leads to the propa-
gation of light in matter and reproduces well known facts such as a decreased phase
velocity.
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At the transition of plain interfaces the direction of constructive interference is
given by the refractive index n, which defines a change in the propagation direction,
known as refraction.

For all other directions than the propagation direction, the scattered fields from
all multi-electron atoms in extended media will average out. This observation is
equivalent to the statement at the very beginning of this section, that light scattering
is a phenomenon of inhomogeneity.

Also the theory of Mie-scattering, as discussed in the next section, is based on
constructive and destructive interference as a function of the observation angle of
light, which is scattered from the interface of a spherical surface.

1.2.3 Scattering from a Spherical Particle

The mathematical description of elastic light scattering from a homogeneous spheri-
cal particle with arbitrary size and optical properties has been developed byMie [42].
Mie wanted to explain the various colors observed from a solvation of small gold
colloids. Since then, a multitude of optical phenomena arising in connection with
small particles have been analyzed using Mie’s theory [35].

On the one hand, the individual rare gas clusters studied in this thesis are free par-
ticles in the vacuumwith an interface between solid density and vacuum surrounding
with the thickness of an atomic layer. With these properties, they constitute an ideal
realization of the constraint of a homogeneous sphere in a non-absorbing medium.

On the other hand,Mie’s theory represents a purely static approach while the opti-
cal properties of the clusters will change during the interaction with an intense laser
pulse [31]. Even though great progress has been made in modeling the microscopic
processes in a time resolved manner up to particle sizes of about 106 atoms [43], the
large clusters studied in the here presented experiment exceeding 108 atoms are still
out of reach for attempting a dynamical microscopic analysis. A detailed discussion
of the temporal evolution of the clusters exposed to laser pulses will be presented in
the last part of this Sect. 1.4.

Approximating the evolving clusters by static homogeneous particles with aver-
age optical properties allows for a macroscopic approach within the framework of
Mie’s theory for analysis of the scattering patterns. From the Mie formalism the
intensity scattered from a sphere with distinct optical properties in dependency of
the observation angle can be calculated.

By fitting the experimentally obtained scattering patterns of single clusters with
calculated ones, access is gained to the size and refractive index of the particle as
well as to the intensity of the incident light field [35]. Changes in the refractive
index found in scattering patterns of clusters exposed to different incident intensities
can then be related to the evolving electronic properties of the cluster within the
interaction with the pulse [31].

In particular for cluster sizes considerably exceeding the wavelength and the
penetration depth of the light, as present in the current experiment, radial variations
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in the optical properties occur (cf. Sect. 3.5). An approach to access information of
such radially changing electronic properties in the particles can bemadewithinMie’s
theory by extending the formalism to coated spheres [44].

Both, scattering from a homogeneous and a coated sphere can be derived analyti-
cally from theMaxwell equations. Only the key steps of the derivation are outlined in
this chapter. But as the experimental data have been analyzed with Mie-based algo-
rithms, some explicit expressions—for example of the scattering coefficients which
are calculated by the algorithms—are presented in spite of their extensive form.

Unless otherwise specified, the derivations presented in this section follow the
description given in Bohren and Huffman [35], Chaps. 2, 3 and 4.

Boundary conditions:Mie’s theory is the analytic solution of theMaxwell equations
for the geometrical problem of a spherical particle in a non-absorbing medium.
Figure1.4 displays the geometry and the notations for the fields in the distinct areas.
Inside the sphere, the fields are denoted �Esphere, �Hsphere. The fields in the region
outside the sphere �Eout , �Hout equal the sum of incident and scattered fields

�Eout = �Einc + �Escat �Hout = �Hinc + �Hscat

Basically two constraints define the analytically solvable problem of Mie’s theory.
Incident, inner and scattered fields have to

• be a solution of the Maxwell equations and
• fulfill boundary conditions at the surface of the sphere.

In order to find solutions of theMaxwell equationswhich satisfy the spherical geome-
try of the problem, amore compact representation of the vector wave equations has to
be chosen. The source terms, charge and current density, which have been expressed
explicitly on the right side of Eq.1.8 for the purpose of a microscopical analysis of
the scattering process, will be further on implicitly contained on the left side.

By restricting the considered media to be homogeneous, linear and isotropic, the
connections between field and polarization can be expressed by linear susceptibilities

Fig. 1.4 Geometry and fields of the simple case of light scattering from a sphere. A homo-
geneous sphere with radius R and complex refractive index nsphere is surrounded by vacuum
(n = 1). The fields inside the sphere are denoted as Esphere, Hsphere , the fields outside the sphere
Esphere, Hsphere consist in the sum of incident and scattered fields

http://dx.doi.org/10.1007/978-3-319-28649-5_3
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χel and χmag . Then the magnetic permeability μ and the permittivity ε can be intro-
duced, which incorporate the material properties

μ = μ0(1 + χmag), ε = ε0(1 + χel) + i
σ

ω
. (1.35)

In addition, the considerations will be restricted to time-harmonic fields of the form
( �F = �E or �H )

�Fc = �C · e−iωt . (1.36)

Formally, this corresponds to a transformation into the frequency domain, which has
been described before in Sect. 1.2.2. Time-harmonic fields and in particular plain
waves are able to simplify the solutions of the vector wave equations and can be
eventually used to Fourier synthesize arbitrary wave packages.

The vector wave equations are thereby reduced to

�∇2 �E + k2 �E = 0
�∇2 �H + k2 �H = 0,

(1.37)

with the dispersion relation

k2 = ω2εμ = ω2n2

c2
.

The boundary conditions are given by the demand for energy conservation at the
discontinuity of the sphere surface. This is equivalent to the conservation of the
tangential components of the fields at all points �xS on the surface,

[ �Eout (�xS) − �Esphere(�xS)] × r̂ = 0

[ �Hout (�xS) − �Hsphere(�xS)] × r̂ = 0. (1.38)

If the boundary conditions 1.38 are fulfilled, the integral of the pointing vec-
tors

∮ �Sout and
∮ �Ssphere over the surface area will be equal, which ensures energy

conservation.

Amplitude scattering matrix: The transformation between incident and scattered
wave can be described by a linear operator, the so called amplitude scattering matrix.
In order to find appropriate basis sets for the incident and scattered fields, two dif-
ferent coordinate systems are introduced. They are displayed in Fig. 1.5 [35]. The
propagation direction of the incident wave is set to the ẑ direction per definition.
Together, the propagation directions k̂ of incident and scattered wave span the scat-
tering plane. k̂ of the scattered wave defines the observation direction. Therefore, the
scattering plane has to be defined anew for changing observation directions.

Incident and scattered waves can be projected on the scattering plane and split
up into perpendicular and parallel components, respectively. The incident field is
considered a plane wave. The scattered field in the vicinity of the scatterer will be a
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spherical wave, therefore a spherical coordinates system (êr , ê�, ê�) is introduced.
However, in the limit of the far field (kr 
 1) the scattered wave will be also
approximately transverse and can be described as

�Escat = eikr

−ikr
�Escat, f ar (1.39)

with �Escat, f ar · êr = 0. The two different coordinate systems for the incident and
scattered wave indicated in Fig. 1.5, correspond to the representation of the fields
�Einc and �Escat in different basis sets. However, due to the linearity of the boundary
conditions 1.38, linear transformations between incident and scattered fields can be
found.

In optics, similar linear transformations are known as Johnson matrices [37],
which are used as a mathematical description of optical components, such as
focussing of light with a lens or changing its polarization with a polarization filter.
The linear transformation matrix which describes the scattering process is referred to
as amplitude scattering matrix. With the amplitude scattering matrix the relationship
between incident and scattered fields can be written as

(
E‖s

E⊥s

)
= eik(r−z)

−ikr

(
S2 S3
S4 S1

) (
E‖i

E⊥i

)
. (1.40)

In order to calculate scattering patterns of spherical scatterers with different size and
material constants, angular dependent expressions of the elements Si of the amplitude
scattering matrix have to be found.

Fig. 1.5 Coordinate systems
for incident and scattered
waves. The propagation
direction of the incident
wave is defined as ẑ, which
spans the scattering plane
together with the propagation
direction k̂ of the scattered
wave. From [35]
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Solving the vector wave equations: The wave equations which follow directly from
the Maxwell equations and which have to be fulfilled by the incident and scattered
fields are vectorwave equations. In otherwords, they donot apply individually to each
component of the field vectors, such as ∂2Ex/∂x2 +k2Ex = 0, which would be easy
to solve. Nevertheless, a basis system of vector functions �M, �N can be found, which
reduces the vector wave equations to scalar wave equations. The vector harmonics
are defined as

�M = �∇ × (�c · �) �N = �∇ × �M
k

(1.41)

with the guiding vector �c and the scalar generation function �.
It can be easily tested that they solve the Maxwell equations: For both �M and �N ,

the divergence equals zero. Further, the rotation of �M yields k �N and vice versa.
If inserted in the vector wave equation they lead to

�∇2 �M + k2 �M = �∇ × [�c( �∇2� + k2�)]. (1.42)

As the right-hand side of this equation has to be zero, the problem can be reduced to
solve the scalar equation

�∇2� + k2� = 0. (1.43)

According to the spherical symmetry of the problem, the guiding vector �c is set to
�r which yields the spherical vector harmonics. Also the generation function � will
be adapted to spherical symmetry. In spherical coordinates the scalar wave equation
reads

1

r2
∂

∂r

(
r2

∂�

∂r

)
+ 1

r2 sin θ

∂

∂θ

(
sin θ

∂�

∂θ

)
+ 1

r2 sin θ

∂2�

∂φ2
+ k2� = 0. (1.44)

This differential equation can be solved by a separation ansatz �(r, θ,φ) =
R(r)�(θ)�(φ), which splits Eq.1.44 into three separate differential equations for
angular and radial components.

d2�

dφ2
+ m2� = 0 (1.45)

1

sin θ

d

dθ

(
sin θ

d�

dθ

)
+

[
n(n + 1) − m2

sin2 θ

]
� = 0 (1.46)

d

dr

(
r2

d R

dr

)
+ [

k2r2 − n(n − 1)
]

R = 0. (1.47)

The separation constants m, n are determined by physical constraints, which will be
discussed below. Well known function systems can be used to solve the separated
differential Eqs. 1.45–1.47.
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Equation1.45 is solved by linear combinations of the sine and cosine functions

�e = cos(mφ),

�o = sin(mφ),
(1.48)

where the subscripts denote even and odd functions. Their periodicity demands inte-
ger values for m.

The θ-dependent differential Eq.1.46 can be solved—in analogy to the also ana-
lytically solvable problem of the hydrogen atom—by the associated Legendre func-
tions of the first kind, Pm

n (cos θ) with n = m, m + 1, m + 2 . . . for the separation
constants m, n. It is interesting to note, that in the case of hydrogen the separation
constants will lead to the quantum numbers of bound orbitals. In contrast, m and n
are interpreted as modes of the scattered light within the Mie formalism, which will
be further discussed below.

Also the radial Eq.1.47 can be brought into a well known form by introducing
ρ = kr and substituting Z = R

√
ρ,

ρ
d

dρ

(
ρ

d Z

dρ

)
+

[
ρ2 −

(
n + 1

2

)2
]

Z = 0. (1.49)

The linear independent solutions for this type of differential equation are the Bessel
functions of first and second kind Jn and Yn . By re-substitution of Z and ρ, the
spherical Bessel functions arise

jn(ρ) =
√

π
2ρ Jn+1/2(ρ)

yn(ρ) =
√

π
2ρ Yn+1/2(ρ).

(1.50)

In principle, also other types of Bessel functions could be used to solve Eq.1.47.
This is in particular important for computational purposes, where usually the type of
Bessel function is chosen which shows the most convenient computation properties
[35, 45]. For this reason, in the general solution of the generation function � found
by the separation ansatz, zn(kr) denotes all possible types of Bessel functions:

�emn = cos(mφ)Pm
n (cos θ)zn(kr)

�omn = sin(mφ)Pm
n (cos θ)zn(kr),

(1.51)

which is again subdivided into even and odd functions. This solution of the scalar
wave function is still general and will be further restricted to physically appropriate
function types and values of the separation constants. But already here, the vector
harmonics �M and �N can be developed from the generation functions 1.51with �c = �r .
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�Menm = − m

sin θ
sin(mφ) Pm

n (cos(θ) zn(ρ) êθ

− cos(mφ)
d Pm

n (cos θ)

dθ
zn(ρ) êφ (1.52)

�Monm = m

sin θ
cos(mφ) Pm

n (cos(θ) zn(ρ) êθ

− sin(mφ)
d Pm

n (cos θ)

dθ
zn(ρ) êφ (1.53)

�Nenm = zn(ρ)

ρ
cos(mφ) n (n + 1) Pm

n (cos θ) êr

+ cos(mφ)
d Pm

n (cos θ)

dθ

1

ρ

d

dρ
[ρ zn(ρ)] êθ

−m sin(mφ)
d Pm

n (cos θ)

dθ

1

ρ

d

dρ
[ρ zn(ρ)] êφ (1.54)

�Nonm = zn(ρ)

ρ
sin(mφ) n (n + 1) Pm

n (cos θ) êr

+ sin(mφ)
d Pm

n (cos θ)

dθ

1

ρ

d

dρ
[ρ zn(ρ)] êθ

+m cos(mφ)
d Pm

n (cos θ)

dθ

1

ρ

d

dρ
[ρ zn(ρ)] êφ. (1.55)

The vector harmonics constitute an orthonormal basis set of functions which satisfies
the spherical geometry. They span the solution space of theMaxwell equations, thus,
arbitrary fields can be expanded to infinite series of the vector harmonics.

Expanding the fields in vector harmonics: In particular the incident, inner and
scattered fields of a homogeneous sphere, as depicted in Fig. 1.4 can be expressed as
an infinite series of the vector harmonics

�E =
∞∑

m=0

∞∑
n=m

(Bemn �Memn + Bomn �Momn + Aemn �Nemn + Aomn �Nomn), (1.56)

where the expansion coefficients for each mode (even/odd, m, n) can be derived by
projecting the fields on the modes of the vector harmonics

Bemn =

2π∫
0

π∫
0

�E · �Memn sin θ dθ dφ

2π∫
0

π∫
0

| �Memn|2 sin θ dθ dφ

. (1.57)

From this point on, all further steps of deriving the Mie formalism can be obtained
by restraining the expansion coefficients on modes which are = 0 and subtypes of
function systems which satisfy physical reasoning. For example, the fields within
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the sphere can only contain Bessel functions of the first kind, as the second kind will
diverge at the origin. Also it can be shown, that m equals 1 for all fields.

The expansion of the incident fields in an infinite series of vector harmonics can
be found as

�Einc = E0

∞∑
n=1

i n 2n+1
n (n+1)

( �M ( j)
o1n − i �N ( j)

e1n

)

�Hinc = − k
ωμ

E0

∞∑
n=1

i n 2n+1
n (n+1)

( �M ( j)
e1n + i �N ( j)

o1n

)
.

(1.58)

The superscribed index ( j) denotes the restriction on the Bessel functions of the
first kind, as indicated above. By substituting the incident fields in the boundary
conditions 1.38, the fields inside the sphere can be obtained

�Esphere = E0

∞∑
n=1

i n 2n+1
n (n+1)

(
cn �M ( j)

o1n − idn �N ( j)
e1n

)

�Hsphere = − ksphere

ωμsphere
E0

∞∑
n=1

i n 2n+1
n (n+1)

(
dn �M ( j)

e1n + i cn �N ( j)
o1n

)
.

(1.59)

The scattered fields can be expressed in the same manner:

�Escat = E0

∞∑
n=1

i n 2n+1
n (n+1)

(
ian �N (h−)

e1n − bn �M (h−)
o1n

)

�Hscat = k
ωμ

E0

∞∑
n=1

i n 2n+1
n (n+1)

(
ibn �N (h−)

o1n + an �M (h−)
e1n

)
.

(1.60)

Here, the superscribed index (−h) indicates the use of another subtype of Bessel func-
tions, so called Hankel functions, which can be interpreted as the far field approxi-
mation kr 
 n2 of the spherical Bessel functions:

h+
n (kr) = (−i)n eikr

ikr

h−
n (kr) = − i n e−ikr

ikr
.

The expansion coefficients an and bn , which are termed scattering coefficients,weight
the contributions of the normal modes Mn and Nn of the sphere. By introducing the
size parameter x = k R with k being the wave number and R the radius of the sphere,
and the relative refractive index mrel = nsphere/nout = nsphere we obtain

an = μout n2
sphere jn(nspherex) ∂(x jn(x))/∂x −

μout n2
sphere jn(nspherex) ∂(x h+

n (x))/∂x −
−μsphere jn(x) ∂(nspherex jn(nspherex))/∂(nspherex)

−μsphere h+
n (x) ∂(nspherex jn(nspherex))/∂(nspherex)

(1.61)
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bn = μsphere jn(nspherex) ∂ (x jn(x)) /∂x −
μsphere jn(nspherex) ∂

(
x h+

n (x)
)
/∂x −

−μout jn(x) ∂
(
nspherex jn(nspherex)

)
/∂(nspherex)

−μout h+
n (x) ∂

(
nspherex jn(nspherex)

)
/∂(nspherex)

. (1.62)

With the scattering coefficients at hand, the matrix elements of the amplitude scat-
tering matrix Si can be expressed explicitly. Due to the spherical symmetry of the
problem the non-diagonal elements of the scattering matrix, S3 and S4 equal zero.
This corresponds to the conservation of polarization state of the incident light in the
scattering process. The derivation of the Mie formalism for scattering on homoge-
neous spherical particles can now be completed by presenting the expressions for
the diagonal elements:

S1 = ∑
n

2n+1
n(n+1)

(
an

P1
n

sin θ
+ bn

d P1
n

dθ

)

S2 = ∑
n

2n+1
n(n+1)

(
an

d P1
n

dθ
+ bn

P1
n

sin θ

)
.

(1.63)

In the same manner the vector harmonics can be used to expand the fields in a coated
sphere and thus calculate the appropriate scattering coefficients. For the case of a
coated sphere, further boundary conditions have to be taken into account.

Boundary conditions for a coated sphere: The derivation of the formalism for
coated spheres can be traced back to Aden and Kerker [46]. It is obtained in com-
plete analogy to the solution for homogeneous spheres. The notations for fields and
complex refractive indices are depicted in Fig. 1.6. Again, the fields outside the scat-
terer �Eout , �Hout consist of the sum of incident and scattered fields

�Eout = �Einc + �Escat

�Hout = �Hinc + �Hscat

Fig. 1.6 Geometry and fields of a core-shell system. A sphere with radius R is surrounded by
vacuum (n = 1). The sphere exhibits two homogeneous regions, a core with radius R − d and
complex refractive index ncore and an outer shell with thickness d and complex refractive index
nshell . The notations of the fields are chosen accordingly
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In addition to the constraints valid for homogeneous scatterers, energy conservation
at the boundary between core and shell has to be claimed. Therefore, the boundary
conditions 1.38 are extended to

( �Eshell − �Ecore) × r̂ = 0 ( �Hshell − �Hcore) × r̂ = 0 r = R − d
( �Eout − �Eshell) × r̂ = 0 ( �Hout − �Hshell) × r̂ = 0 r = R.

(1.64)

Analog to the derivations above, the electromagnetic fields outlined in Fig. 1.6 are
expanded in infinite series of vector harmonics. The result for the fields of the core
( �Ecore, �Hcore) is equivalent to the expression for ( �Esphere, �Hsphere) given by Eq.1.59.
Also the expressions for incident (Eq.1.58) and scattered fields (Eq.1.60) obtained
above can be reused. In addition, the fields in the region of the shell have to be
expanded in vector harmonics:

�Eshell = E0

∞∑
n=1

i n 2n+1
n(n+1)

(
fn �M ( j)

o1n − ign �N ( j)
e1n + vn �M (y)

o1n − iwn �N (y)

e1n

)

�Hshell = − kshell
ωμshell

E0

∞∑
n=1

i n 2n+1
n(n+1)

(
gn �M ( j)

e1n + i fn �N ( j)
o1n + wn �M (y)

o1n + ivn �N (y)

e1n

)
.

(1.65)
In this case the spherical Bessel functions can neither be reduced to one kind as in
the core, because both first and second kind are finite within R − d < r < R, or
approximated by far field as the scattered fields. Therefore, four more expansion
coefficients fn, gn, vn, wn arise from Eq.1.65.

By substituting the fields of core, shell and outside the scatterer expanded in vector
harmonics into the respective boundary conditions 1.64, an equation system for the
expansion coefficients arises. In particular the scattering coefficients an, bn can be
obtained. To simplify the description, the radial components are represented by the
so-called Ricati-Bessel functions ψ, ξ and χ:

ψn(ρ) = ρ jn(ρ) ξn(ρ) = ρh(+)
n (ρ) χn(ρ) = −ρ yn(ρ).

Further, μcore = μshell = μout is assumed and the size parameters x = k(R − d) and
y = k R are introduced. Then the scattering coefficients for a coated sphere read

an = ψn(y)[∂ψn(nshell y)/∂(nshell y) − An∂χn(nshell y)/∂(nshell y)] −
ξn(y)[∂ψn(nshell y)/∂(nshell y) − An∂χn(nshell y)/∂(nshell y)] −
− nshell(∂ψn(y)/∂y)[ψn(nshell y) − Anχn(nshell y)]
− nshell(∂ξn(y)/∂y)[ψn(nshell y) − Anχn(nshell y)] (1.66)

bn = nshell ψn(y)[∂ψn(nshell y)/∂(nshell y) − Bn∂χn(nshell y)/∂(nshell y)] −
nshell ξn(y)[∂ψn(nshell y)/∂(nshell y) − Bn∂χn(nshell y)/∂(nshell y)] −
− ∂ψn(y)/∂y [ψn(nshell y) − Bnχn(nshell y)]
− ∂ξn(y)/∂y [ψn(nshell y) − Bnχn(nshell y)] , (1.67)
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with

An = nshell ψn(nshell x)∂ψn(ncorex)/∂(ncorex)−
nshell χn(nshell x)∂ψn(ncorex)/∂(ncorex)−
− ncore ∂ψn(nshell x)/∂(nshell x)ψn(ncorex)

− ncore ∂χn(nshell x)/∂(nshell x)ψn(ncorex)
(1.68)

Bn = nshell ψn(ncorex)∂ψn(nshell x)/∂(nshell x)−
nshell χn(nshell x)∂ψn(ncorex)/∂(ncorex)−
− ncore ψn(nshell x)∂ψn(ncorex)/∂(ncorex)

− ncore ∂ψn(ncorex)/∂(ncorex)χn(nshell x)
. (1.69)

Though these expressions are of a quite complicated form, they consist solely of
well known and tabulated function systems and can therefore used for computing
the scattered field of a coated sphere. This extension of the Mie-formalism is able to
describe light scattering from systemswith an outer shellwith clearly different optical
properties compared to the inner part of the particles. Algorithms for coated spheres
have been used for example to study the response from nucleated biological cells
[47]. Since the first derivation of this formalism by Kerker and Aden [46], several
computing algorithms have been proposed ([35, 45] and references therein). They
differ mainly in the choice of recursively defined types of Bessel functions, which
can in some cases produce large errors for increasing size parameters. For simulating
scattering patterns of core-shell systems in Sect. 3.5.3, an algorithm developed by
Shen [45, 48] was used.

In order to visualize the physical content of the rather complicated mathematical
expressions, obtained for homogeneous and coated spherical particles, in the next
section the structure of the normal modes will be further analyzed. Also the depen-
dency of scattering cross-sections of spherical particles from the obtained scattering
coefficients 1.61, 1.62will be considered and the explicit scattered intensity I (r, θ,φ)

of homogeneous and coated spheres will be discussed.

Visualization of the solutions: In order to translate the mathematical relationships
obtained in the last paragraphs into observation quantities and to gain amore intuitive
understanding, the normal modes can be visualized. In Fig. 1.7a, an exception from
the original work of Gustav Mie on gold particles in a solution [42] is presented. The
transversal components, i.e. the lines of electric flux on a virtual sphere around the
scattering particle are displayed for the lowest four normal modes Nn and Mn . Their
structure illustrates that the series expansion in normal modes is the electrodynamic
analogon to the well-known multipole expansion from electrostatics.

For small scatterers compared to the wavelength of the light and thus values of
the size parameter x � 1, higher orders of the series expansion can be neglected.
The first mode n = 1 yields again the well-known case of Rayleigh scattering with
pure dipole characteristics.

http://dx.doi.org/10.1007/978-3-319-28649-5_3
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(a) (b)

Fig. 1.7 a Transversal components of the normal modes Nn and Mn for n = 1–4. The field lines
on a spherical surface around the scatterer are displayed, sources and sinks indicate points where
the transversal component vanishes and only radial components are apparent. From [42]. b �-
components of the normal modes for n = 1–5. Higher modes are needed to describe the scattering
pattern of larger particles. Therefore, the more pronounced forward direction of the scattered light
for larger particles can be understood as asymmetry of the higher �-components. From [35]

For increasing x-values, also higher orders of the series expansion have to be
accounted for. Their influence on the characteristics of the angular distribution can
be traced in the�-component of the normal modes. Therefore, the angular functions
πn and τn are introduced with

πn = P1
n

sinθ
τn = ∂P1

n

∂θ
.

The initial five orders of the �-components are depicted in Fig. 1.7b. From the third
mode on, they exhibit an asymmetry with preference on the forward direction. This
observation corresponds to the relationship between the size parameter x = R/λ and
the scattering characteristics, in particular that larger particles scatter more promi-
nently in forward direction.

Scattering and extinction cross-sections: In order to quantify the ability of a spher-
ical object to scatter light, again the scattering cross-section can be calculated,

σsphere = 2π

k2

∞∑
n=1

(2n + 1) (|an|2 + |bn|2). (1.70)
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Also a cross-section for the total extinction, i.e. the sum of scattered and absorbed
intensity per incident intensity, can be expressed by the scattering coefficients

σext = 2π

k2

∞∑
n=1

(2n + 1) Re{an + bn}. (1.71)

Far away from electronic resonances, where the deviation of nsphere from unity is
small, the extinction cross-section might be considerably smaller than the geometri-
cal cross-section πR2, however, the limit of the extinction cross-section for large size
parameters x → ∞ equals twice the geometric cross-section. This relation, which
appears to be contra-intuitive at first sight is called the extinction paradox, which is
illustrated by Fig. 1.8. It can be understood by considering the limit of the absorp-
tion cross-section, which will approach the geometric cross-section. In addition, the
scattered field of a circular disk and a circular aperture have to be equal according to
Babinet’s Theorem [37]. Therefore, the same amount of light as absorbed will also
be scattered, which in total explains the factor of two.

Close to atomic resonances the absorption cross-section alone might become
larger than the geometrical cross-section. Figure1.8 depicts the field lines of the
effective Pointing vector in the presence of a highly absorbing sphere. The fields are
disturbed to a much larger extend than just the geometrical size, therefore a highly
absorbing particle appears to be bigger.

Scattering patterns calculated with Mie’s theory: For connecting the theoretical
results with the experimentally obtained scattering patterns, the scattered intensity
from a homogeneous spherical particle and analog from a coated sphere can be
further examined. The transformation for incident to scattered fields was given by
Eq.1.40. By recalling that the non-diagonal elements were found to equal zero, and
assuming linearly polarized light (per definition in perpendicular direction), Eq. 1.40
can be reduced to

(
E‖scat

E⊥scat

)
= eik(r−z)

−ikr

(
S2 0
0 S1

)(
0

E⊥inc

)
, (1.72)

Fig. 1.8 The field lines of the effective pointing vector demonstrate the extinction paradox: For
excitation energies matching atomic resonances, the particle interacts strongly with the electromag-
netic field and appears to be bigger. From [35]
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yielding the individual components

�E⊥scat = eik(r−z)

−ikr
S1E⊥inc,

�E‖scat = 0.

Therefore, the scattered light will be also linearly polarized perpendicular to the
scattering plane. The scattered intensity, which denotes the observable measure of
energy flux per time and area unit, can be calculated as the square of the scattered
field amplitude

Iscat (r, θ,φ) = k

2ωμ
| �Escat |2 = k

2ωμ

1

k2r2
|S1|2 E2

⊥inc.

By substituting the incoming intensity Iinc = k/(2ωμ)E2
⊥inc we obtain

Iscat = 1

k2r2
|S1|2 Iinc. (1.73)

Therefore, the computation of scattering patterns can be achieved by calculating
S1 and S2 with the input parameters x = k R and mrel = nsphere/nout in the case
of a homogeneous sphere and the respective size parameters x = k(R − d) and
y = k R and refractive indices of core and shell. The number of modes which have
to be taken into account increases with increasing size parameters of the scatterers.
Termination conditions stop the algorithmswhich are used for computation, when the
contribution of further modes will be small. These conditions are necessary because
with decreasing contribution of themodes, the numerical errors from the calculations
of the implemented Bessel function will grow and might even lead to a divergence
of the series expansion.

The scattered intensity in perpendicular and parallel direction from a homoge-
neous sphere with size parameter of x = 50 and a refractive index of nsphere =
1.007 + i · 0.04 is shown in Fig. 1.9a. The scattered light as a function of scattering
angle reveals the typical lobes of Mie-scattering which correspond to concentrical
rings with nearly equidistant minima in the scattering patterns. This characteristic
pattern also points to the close connection between scattering from a sphere and the
Airy pattern of a circular aperture. One fundamental principle of diffraction theory
is that the scattering pattern of an object can be calculated by the Fourier transform
of its spatial function, for example the charge density distribution of a molecule or
a simple cylindrical function of a circular aperture [41, 49]. The ring structures of
the scattering patterns calculated with Mie’s theory show that this principle is also
implicitly contained in the complicated formalism derived above. Beyond this, the
Mie-simulations are able to also account for the material properties of the scatterer
and the polarization of the incident and scattered light.

The influence of the polarization of the incident light can be seen in the difference
between the red and the green curve in Fig. 1.9a. The scattered light in polarization
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(a)

(b)

Fig. 1.9 Calculated profiles of a homogeneous and b coated spheres within theMie formalism. The
minimum close to 90◦ scattering angle observed for the perpendicular intensity profiles corresponds
to the Rayleigh limit for small spheres. The high-frequency oscillation in (a) and (b) correspond to
the overall size of the particles, the low-frequencymodulation in (b) indicates a second characteristic
length scale in the particle, the thickness of the outer shell

direction of the incident wave, i.e. the green curve, exhibits a global minimum close
to 90◦. This minimum corresponds to the limit of Rayleigh scattering where no
radiation is emitted in the polarization direction of the incoming light.

The width of the lobes will become smaller with increasing size of the sphere.
This can be again related to the scattering pattern being the Fourier transform of the
scatterer, thus structures observed in the frequency domain of the scattering pattern
correspond to a characteristic length scale of the scatterer. The oscillations in Fig. 1.9a
correspond to the only characteristic length of a homogeneous sphere, its overall size.

In contrast, the scattering profiles of a core-shell system, which are displayed in
Fig. 1.9b (again for parallel and perpendicular direction) indicate two characteristic
length scales in the particle, as the fine lobes are superimposed by a low frequency
oscillation. This low frequency can be related to the thickness of the outer shell which
constitutes the second characteristic length in this particle.

Another approach to understand the modulation observed in the profiles of
Fig. 1.9b is their interpretation as a beating pattern between the slightly different
widths of the lobes in the scattered light produced by the inner and outer interface
of the coated sphere.

A detailed discussion of changes in the scattering profiles based on a systematic
study of variations of different parameters, such as the thickness of the shell and the
optical constants, will be given in Sect. 3.5.3.

http://dx.doi.org/10.1007/978-3-319-28649-5_3
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Up to this point, the discussion of the interaction between light and clusters has
been restricted to linear effects and static cases. In the next section, the assumption
of linear processes of matter in the highly intense XUV pulses present in the current
experiment will be discussed critically.

1.3 Atoms in Intense XUV Pulses

Intense light fields are able to leave atoms highly excited and ionized. The degree of
ionization and the underlying processes are dependent on the power density of the
light, the wavelength, and also on the atomic species. This section gives a survey on
the phenomena arising from the use of intense XUV light. The discussion concen-
trates on effects in single atoms, while the influence of the cluster surrounding will
be discussed later in Sect. 1.4.

Concepts are introduced to describe processes and regimes of the interaction
between atoms and intense light fields of different photon energy. As a result of
these considerations, the 90eV pulses with intensities of up to 5× 1014W/cm2 used
in the experiments of this thesis can be assigned to a perturbative, photon dominated
regime.

In this regime and in particular close to atomic resonances, the electronic structure
of the studied target material is important. Experiments on atomic xenon gas at
90eV photon energy revealed a high degree of ionization [50]. The reason therefore
can be found in the peculiar characteristics of xenon in the XUV range. Already
neutral atoms exhibit high cross-sections but atomic ions reveal even more extreme
resonances. The absorption properties and the origin of the special energy level
structure of xenon will be discussed.

1.3.1 Wavelength Dependent Nonlinear Processes

The advent of short wavelength free-electron laser made high intensities from XUV
to X rays accessible for the first time. Other light sources used to study light–matter
interaction in the high energy range, such as synchrotron or high harmonic generation
sources can only access processes, which are linear in intensity and can be described
perturbatively.

Perturbative description: The energies of an atomic system are described quantum-
mechanically (cf. [51], p. 480ff) by the Hamilton operator. For the unperturbed
system, i.e. no field, the Hamiltonian is given by

H0 = P2

2m︸︷︷︸
Ekin

+ V (r)︸︷︷︸
E pot

.
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By solvingSchrödinger’s equation E |�〉 = H0|�〉 the orthonormal set of eigen states
|ψn〉 with eigen energies εn can be found, which correspond to the orbitals of the
atom. An incident lightwave induces a periodic perturbation of the system. The new
Hamiltonian H has eigen states different to |ψn〉, however for small perturbations, it
can be expanded in the eigen system. Then H reads

H = H0 + W (t) = H0 + λW1 + λ2W2 + · · · = H0 + WE D + WM D + WE Q . . .

where WE D denotes the electric dipole operator, WM D the magnetic dipole operator,
and WE Q the electric quadruple operator. The factor λ � 1 indicates, that the per-
turbation operators are sorted for their size. Thus, for small perturbations, i.e. weak
oscillating fields, the dipole operator dominates the response and operators of higher
orders can be neglected. From the projection of the dipole operator on two eigen
states |ψi 〉, |ψk〉 one obtains the transition probability Pik between those states due
to the absorption of a single photon.

〈ψi |WE D|ψk〉 = Pik

Higher orders becomemore important for stronger light fields,where the probabilities
for absorbing two or more photons increase.

In order to decide, whether a light field has to be considered strong, a first indicate
can be given by the comparison of the light field strength to the atomic field strength
unit [33]

Eat = 1

4πε0a2
0

≈ 5 × 109 V/cm. (1.74)

This field strength corresponds to an intensity of 4×1016W/cm2. Already at intensi-
ties below this value, the perturbation from the light field can no longer be assumed
small. Then the expansion of the Hamiltonian in the eigensystem of the unperturbed
atom is no longer a good approximation, which is referred to as the perturbative
breakdown. It is important to note, that this estimate neglects the photon energy of
the respective light-field. As the discussion belowwill show, the light frequency plays
a very important role for the ionization processes and the assignment to photon- or
field-dominated regimes.

High intensity phenomena at different photon energies: In the long wavelength
range (visible/IR) intensities up to 1020W/cm2 could be achieved in experiments.
At these intensities various surprising effects were discovered (see for example [33],
Chap. 7 and references therein). Among them are above barrier ionization, high-
harmonic generation, and so called resonant AC stark enhancement.

With the availability of FLASH and other short wavelength free-electron lasers
(cf. Sect. 2.1), access is provided to also study nonlinear processes in the high energy
photon range. Up to now, only few experiments have been published in the VUV and
XUV range [50, 52, 53] and in the X-ray regime [54–57].

http://dx.doi.org/10.1007/978-3-319-28649-5_2


1.3 Atoms in Intense XUV Pulses 31

The processes which lead to the removal of electrons from the atomic union and
in particular the onset of ionization are strongly wavelength dependent. Mainly two
points have to be considered:

• How many photons are necessary to overcome the ionization potential?
• How long does the electron need to leave the atom in respect to the period of the
lightwave?

The dominant process at the onset of ionization for three different wavelength
regimes is displayed in Fig. 1.10 (curtesy by C. Bostedt). In Fig. 1.10a the ionization
process in the infrared range is illustrated. With photon energies of 1eV and less,
single photo-ionization processes are impossible. If the field strength becomes high
enough to bend the atomic potential sufficiently, bound electrons can tunnel out.
For even stronger fields the electrons can leave directly over the barrier. In these
processes many photons are absorbed by one electron, therefore this effect occurs
only beyond the perturbative breakdown [33].

Towards higher photon energies (Fig. 1.10b) the onset of ionization is located in
the perturbation limit. The uppermost valence shells might be already accessible in
the UV or VUV range, depending on the target atom. Only few photons suffice to
ionize further valence electrons.

In Fig. 1.10c themain ionization process in the high energy range is depicted. Inner
shell electrons can be ionized by single photons starting from the XUV and soft X-
ray regime. Even innermost shells are addressed in the case of hard X-rays. Due to
the production of inner-shell vacancies, the photo-ionization processes are followed

(a) (b) (c)

Fig. 1.10 Photon energy dependent dominant process for the onset of ionization, visualizations are
a curtesy by C. Bostedt. a At small photon energies (<1eV), many photons are needed to ionize an
atom. Only above a certain intensity threshold, the atomic potential is sufficiently bent to allow for
tunneling of bound electrons. For much higher intensities above barrier ionization occurs. b In the
optical and ultraviolet spectral regime (≈10eV), only single or few photons are needed to ionize
an atom. Therefore the onset of ionization is observed already at much smaller power densities
and the ionization can be described perturbatively. c In the X-ray spectral regime, inner shells are
addressed by the incident photons. Photoionization processes are followed by subsequent decay
of the inner-shell vacancy, leading to secondary (for example Auger) electron emission. Therefore
already low intensity X-ray beams (indicated as 10x W/cm2) can produce highly ionized atoms
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by subsequent decay processes. Non-radiative decays, namely Auger and Coster-
Kronig transitions (electrons from a higher or the same shell fill the vacancy and
transfer the energy difference to another electron which is liberated from the atomic
union) lead to the emission of further electrons. Therefore, hard X-ray radiation can
produce highly ionized atoms already in the single photon limit.

Nevertheless, also for high energy radiation increasing intensities will eventu-
ally yield in the break-down of the perturbative description and a field-dominated
response of the atoms. However, tunneling ionization will occur only at much higher
field strengths as the high energy light field only addresses inner-shell electrons. In
terms of time scales, the high frequency field will not allow for electrons to tunnel
through the barrier during a singly half-cycle of the wave.

A measure of the ability of a field to couple directly to the atomic potential can be
given by the cycle-averaged kinetic energy of a free electron in the waveUp, referred
to as ponderomotive potential

Up = I e2

2ε0cmeω2
(1.75)

where I denotes the intensity of the light field and ω the frequency of the light.
The ponderomotive potential yields a shift of the atomic energies respectively to the
continuum, thus the resulting ionization potential is given by Ip + Up [33]. This
effect is referred to as AC-Stark shift, which is able to produce intensity-induced
resonances.

A comparison of the ionization potential to the ponderomotive potential can be
used to estimate the probability for tunneling. The Keldysh parameter γ, which
describes the transition between single- or multi-photon regime (γ 
 1) and tunnel-
ing regime (γ ≤ 1), is defined as

γ =
√

IP

2Up
= τtunnel · ωlaser .

This relationship also reflects the connection between the tunneling probability and
the available time for an electron to tunnel the barrier, which is given by the laser
period [58].

Constant values of the ponderomotive potential Up are displayed in Fig. 1.11 in
a plot of photon energy per intensity [58]. Between 1 and 10eV the transition from
photon dominated to field dominated regimes occurs, for Up-values above 10keV
even relativistic processes have to be considered. The shaded blocks indicate the
attainable regimes of different light sources.

In the case of 90eV photon energy, the field dominated regime will not be reached
with intensities below 1018W/cm2. In the experiments at the FLASH free-electron
laser a focal power density of approximately 5 × 1014W/cm2 was achieved (cf.
Sect. 2.2.4). This results in a ponderomotive potential of approximately 10meV.
Therefore, the experiment discussed in this thesis is safely located in the perturbative

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Fig. 1.11 Photon energy and intensity dependent regimes, from [58]. The photon energy as a
function of intensity for constant values of the ponderomotive potential yields lines, which also
indicate the transitions between regimes (relativistic regime Up > 10keV, field dominated regime
Up ≥ 10eV, photon dominated regime Up ≤ 1eV). Accessible energy/intensity values of different
light sources are indicated by gray-shaded blocks

regime. Even though also multi-photon absorption processes might occur [50],
absorption of single photons and elastic scattering can be considered the predominant
processes [33].

Far away from a field dominated regime the particular energy structure of the
investigated material determines the response of atoms to the incident light. The
peculiar electronic properties of xenon in the XUV range are discussed in the sub-
sequent paragraph.

1.3.2 Ionization Properties of Atomic Xenon
in the XUV Range

Especially at 90eV photon energy, xenon constitutes an outstanding target material.
The absorption cross section of neutral xenon atoms is for instance a factor of 34
higher compared to krypton [59], while only having 1.5 times more bound electrons.
Thus, the topic of this section will be to examine the absorption characteristics of
atomic xenon and its ions in the XUV range.

The measurement of absolute cross-sections is experimentally challenging [60].
Intense X-ray and ion beams have to be merged over a long distance to enhance
the signal-to-noise ratio, and all parameters are measured absolutely, the number of
photons and ions, and the overlap integral between both. Due to available resonances
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with high cross-sections, early experiments using radiation from bending magnets
were in fact carried out on xenon in the XUV range [61]. In the meanwhile, absolute
cross sections for xenon in the XUV range are available up to Xe7+ [61–66]. Atomic
and ionic absorption cross sections are displayed in Fig. 1.12.

(a) (b)

(c) (d)

(e)
(f)

Fig. 1.12 a–f Experimentally obtained absorption cross-sections of atomic xenon and its ions
up to Xe7+ in the XUV spectral regime from [61–66]. A transition from a broad continuum-like
absorption resonance for neutral xenon and lower charge states to sharp absorption resonances for
higher charge states can be observed. The cross-section value at the actual photon energy in the
current experiment of 91eV is indicated by red bars. At Xe4+ the excitation energy matches a
strong resonance with up to 200Mbarn
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Resonant absorption via 4d − nf , εf transitions: The photo absorption of xenon
in the XUV range addresses mainly the 4d shell. The typical shape of absorption
edges of s-type shells, which is known for example from hard X-ray absorption
spectra consists in a steep rise when the threshold energy is exceeded followed by an
exponential decay for higher excitation energies. In contrast, the absorption cross-
section from the 4d shell exhibits a delayed onset with a broadmaximum about 25eV
above the ionization threshold [67]. This 4d feature, referred to as giant resonance,
can be observed for xenon (Fig. 1.12a) and adjacent elements in the periodic table
fromPd (−8 nuclear charges) to Cs (+1 nuclear charge) [65]. It is connected to a two-
well structure of the effective potential of the f -type vacuum levels, resulting from
the competition of the centrifugal repulsion due to their high angular momentum
and the Coulombic attraction from the core [68]. The probability density of the
n f -states (n = 4, 5, 6) in the inner well, close to the core, is low and therefore
their overlap with the 4d states is small. But for higher energies the (ε) f -orbitals
can gradually surmount the potential barrier, resulting in a higher overlap and an
increasing ionization cross-section with a broad, resonance-like structure [69].

For elements in the periodic table with a number of nuclear charges >56, the 4 f
orbitals turn into occupied levels in the ground state. In this transition from a more
Rydberg-like vacuum level to a valence-type bound state, the orbitals drastically shift
their density closer to the core [68], referred to as 4 f -collapse [67].

Similar changes occur in the iso-nuclear series of xenon, in other words for a
decreasing number of bound electrons at a constant number of nuclear charges. With
rising charge state q, all orbitals are pulled towards the core and in particular the 4 f
wave function collapses and gains a high overlap with the 4d-shell. This leads to a
transition in the case of higher xenon ions from the direct photo-ionization process
in the smooth giant resonance 4d − ε f with its maximum close to 90eV photon
energy, to sharp, resonant transitions in excited, auto-ionizing states 4d −n f mit n=
4, 5, 6, shifting towards higher photon energy with rising q. While up to Xe3+, most
of the integral oscillator strength of the 4d − n f, ε f transition of about 10 (there
are 10 electrons in the 4d shell) contributes to the giant resonance [65], for higher
charge states the ratio going into the 4d − 4 f resonances increases, also due to the
decreasing number of possible excitation channels.

Absorption cross-sections of Xeq+: The respective cross-section values at the actual
photon energy in our experiment of (91.1± 1.4) eV are indicated in Fig. 1.12 by the
red lines. The obtained values are summarized in Table1.1. A closer examination
of the absolute values of the absorption cross-section reveal a unique role of Xe4+
for irradiation with 91eV. While from neutral up to triply charged xenon, the cross-
section ranges between20 and25Mbarn, (cf. Fig. 1.12a–d, [61, 63, 64]), the resonant,
autoionizing 4d−4 f feature overlapswith the excitation energy at themaximal cross-
section of 200Mbarn (cf Fig. 1.12e, [65]). As the resonant features shift towards
higher energy for Xe5+ and Xe6+, the cross-section at 91eV remains much lower.
Though no absolute values ofmeasurements at this energy have been published, from
the relative yields in Fig. 1.12f, compared to absolute values for the respective 4d−4 f
resonances in Fig. 1.12e, the cross-sections can be assumed to be less than 2Mbarn.
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Table 1.1 Total and partial xenon absorption cross-sections at 91eV

q Total σ [Mbarn] σq→q+1 [Mbarn] σq→q+2 [Mbarn] σq→q+3 [Mbarn]

Neutral 23 <1 12.5 10.5

1+ 25 2 23 0

2+ 22 4 16 0

3+ 25 25 0 0

4+ 200 200 0 0

5+ <2 <2 0 0

6+ <2 <2 0 0

7+ <2 <2 0 0

For Xe7+ onlymeasured relative yields in the vicinity of 91eV are published together
with calculations [66], but the absorption below the strong features is described to
be flat and low, thus also values clearly below 2Mbarn can be assumed.

As the 4d shell is already an inner shell, ionization processes can lead to excited
states with an inner-shell vacancy. For neutral xenon, the absorption of one 91eV
photons results almost exclusively in doubly or triply charged ions, as one or even
two Auger decays from the 5s and p shells follow the initial photo-ionization [70].
Absorption in the valence shell or radiative decays of the 4d core hole on the other
hand can be neglected. Auger processes follow the photo-ionization up to Xe2+,
for higher charge states the energy difference available from the decay of a valance
electron into the 4d vacancy is no longer sufficient to emit further electrons, and
eventually, no more electrons are present in the valance shell to conduct Auger
decay. The partial cross-sections for neutral xenon are estimated from [70] to be less
than 1Mbarn for 0 → 1+ and 12.5 and 10.5Mbarn for 0 → 2+ and 0 → 3+,
respectively. For Xe2+ and Xe3+, the partial cross-sections can be extracted from
Fig. 1.12b, c.

Xenon gas in 90 eV pulses: The peculiar ionization properties of xenon close to
90eV also manifested themselves in initial experiments on xenon gas at the FLASH
free-electron laser [50]. The experiment, which was carried out at a photon energy
of 93eV revealed surprisingly high charge states as indicated in Fig. 1.13. At an
intensity of 8 × 1016W/cm2, charge states up to Xe21+ were observed.

A total energy absorption ofmore than 5keVmust be absorbed by a single atom to
reach this charge state (cf. Fig. 1.13b), seven photons are necessary to ionize ground
state Xe20+. In order to produce the charge state Xe11+, which was the highest charge
state obtained in the present experiment, still at least 18 photons have to be absorbed
in total, three are necessary to bridge the energy difference between 10+ and 11+.
These observations put the results obtained in the last paragraph into question, that
mostly linear processes should be expected. Full modeling of the ionization effects
in xenon remains challenging due to the contribution of a large number of electrons
and great difficulties to include electron-electron correlations correctly [50, 53].
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(a) (b)

Fig. 1.13 Ionization of xenon gas in intense 93eV pulses [50]. a Relative ion signal intensities of
Xeq+ as a function of intensity. b Scheme of xenon energy levels and total ionization energy. For
producing Xe21+ more than 5keV must be absorbed by a single atom. Seven photons are necessary
to ionize ground state Xe20+, clearly indicating nonlinear processes

1.4 Clusters in Intense Laser Pulses

Clusters offer a way to investigate the organization and properties of matter from a
fundamental point of view [71]. In particular gas phase clusters are widely used as
ideal model systems to study the interaction between light and matter [21, 28, 58,
72, 73]. Compared to gas targets, clusters exhibit a high local density. On the other
hand, they have less dissipation channels as bulk matter [21, 28]. The easily scalable
size allows for tuning their properties from molecular to bulk limit, which makes it
possible to distinguish between intra- and interatomic effects.

Rare gas clusters are weakly bound Van-der-Waals systems [71]. They exhibit
the simple electronic structure of inert rare gas atoms which is hardly changed by
the cluster surrounding [74]. The generation of rare gas clusters will be discussed in
more detail in Sect. 2.2.2.

In this experiment the interaction of matter with high intense XUV pulses is
studied using rare gas clusters in the gas phase. This section covers the wavelength
dependent phenomena occurring in a cluster compoundwhen irradiated by an intense
laser pulse, in particular the creation and dynamics of a nanoplasma. Concepts are
introduced to describe the dynamics qualitatively. A brief overview will be given on
previous experiments in intense short wavelength FEL pulses.

1.4.1 Clusters as Model Systems for Laser–Matter Interaction

Laser excitation of clusters in the infrared and visible range has introduced newpossi-
bilities to study and control ultra-fast many-particle dynamics [58]. The phenomena
found in clusters can be roughly categorized as effects arising from the finite size of

http://dx.doi.org/10.1007/978-3-319-28649-5_2


38 1 Theoretical Concepts for Single Cluster Imaging

the system, frommany-body dynamics, or from collective processes. The response of
clusters to low intensity light fields has been used to study photoionization, relaxation
and structural modification in finite-size quantum systems [75]. In highly intense IR
pulses large-amplitude collective electron motion and violent explosion have been
observed [72, 73]. Since the first experiments at FLASH [76], clusters have been
also used to study processes and dynamics in intense short-wavelength pulses (see
for example [21] and references therein).

The interactionwith strong laser pulses, irrespective of thewavelength, will create
a short-lived and dense nanoplasma [58]. The transient multi-electron dynamics in
the nanoplasma, however will greatly differ with excitation energy. In particular in
the short-wavelength range, they are still largely unexplored [74].

Three phases of cluster–laser interaction: Ionization and disintegration of clusters
proceed in several different steps on different time scales [21, 28]. The particular
mechanisms and dynamics in the clusters depend on the excitation energy and inten-
sity of the laser, but they also change with cluster size and atomic species. In order
to describe a general scenario applicable to all conditions, one can employ a concept
which describes the laser induced dynamics in clusters in three phases.

The three phases are sketched in Fig. 1.14.

Fig. 1.14 Description of laser cluster interaction in three phases: (I) The light interacts with the
atoms as if they were isolated. Electrons are ionized from the atomic potentials and leave the cluster.
This is referred to as outer ionization. (II) Electrons will be further inner ionized from atoms. But
they are trapped in the increasing Coulomb potential of the cluster and a nanoplasma builds up.
Only by subsequent plasma processes, electrons might gain sufficient energy to leave the cluster.
(III) When the pulse is over, disintegration, recombination and relaxation processes take place. The
concepts are taken from the literature [28, 74, 76–78]. The illustration of the cluster potentials is
taken from the work of Arbeiter and Fennel [78]
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(I) At the beginning of the pulse the light interacts with the atoms as if they were
isolated. Wavelength dependent ionization processes result in the emission of
electrons, which leave the cluster. These electrons are referred to as outer ion-
ized.

(II) Further electrons are liberated from the individual atomic potentials, but
depending on their kinetic energy, at some point they will be trapped in the
increasing Coulomb potential of the cluster. The generation of inner ionized
electrons confined to the cluster results in the buildup of a nanoplasma. By
subsequent plasma processes, electrons might gain additional kinetic energy
and outer ionize, i.e. leave the cluster.

(III) When the pulse is over, the cluster disintegrates. Also recombination and relax-
ation processes might take place.

The concept of inner and outer ionization has been introduced by Last and Jort-
ner [77]. Similar three-phase models have been used in the literature with slightly
different definitions [28, 74, 76, 78]. The scheme in Fig. 1.14 will be used in the
subsequent section to describe the dynamics in the clusters, which happen on differ-
ent time scales and may differ greatly using for example different lasers. In addition
to the wavelength dependent onset of the ionization, the influence of the plasma
environment on the ionization processes and possible heating mechanisms have to
be considered in particular. Ultimately the plasma properties determine the progress
and mechanisms of the expansion and a possible contribution from recombination
processes.

1.4.2 Properties and Dynamics of a Nanoplasma

Onset of plasma formation:Wavelength dependent ionizationmechanisms in atoms
have already been discussed in Sect. 1.3. As the laser pulse will couple independently
to the atoms in phase 1, the findings of Sect. 1.3 apply also to the onset of ionization
in clusters. In the infrared regime, only above a certain intensity threshold tunnel
ionization will occur. Lower laser intensities are required in the visible and UV
range, where a small number of photons or even single photons can ionize valence
electrons.

From the pure tunnel regime up to multi-photon ionization of first valence shells,
electrons are mainly liberated into the continuum without any additional kinetic
energy. This results in an immediate onset of the plasma formation.

Towards higher photon energies, single photon absorption already occurs at low
intensities. The releasedphotoelectrons take away the excess energy as kinetic energy.
If inner-shell electrons are photoionized, the decay of the inner-shell vacancy can
result in the emission of further electrons.Depending on the kinetic energy of the elec-
trons, the formation of a plasma will be delayed. By a simple electrostatic approach
[79] of a charged sphere, the number of electrons can be estimated which can leave
the cluster potential before electron emission of the cluster is fully frustrated. The
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effective kinetic energy of an electron in the increasing Coulomb potential and the
total number of outer-ionized electrons ne,out are given by [79]

Ekin,out = (hν − Ip) − e2

4πε0

∑
i = j

qi

ri j

⇔ ne,out = (hν − Ip)
4π · ε0 · R

e2
. (1.76)

In order to characterize the properties of the developing nanoplasma, useful concepts
can be borrowed from plasma physics.

Plasma coupling: Low density plasmas can be treated as independent particles,
which experience occasional collisions. In a high density plasma, the ions differ
clearly from isolated systems. The electronic structure will be strongly perturbed
and many-body collisions become a dominant process [33]. In the case of laser-
irradiated clusters, the rapidly developing plasma will have the density of a solid and
higher.

A plasma can be characterized by the degree of coupling between its constituents
[33]. The coupling parameter�AB is defined as the ratio ofmean potential and kinetic
energy, with A, B being two plasma species, for example electrons and ions. The
electron-electron coupling parameter �ee can be calculated as [80]

�ee = Vee

kB Te
(1.77)

with the average thermal energy of the electrons kB Te and the electrostatic energy
between two neighboring electrons Vee = e2/(4πε0Re). The radius of the so called
electron sphere can be calculated from the electron density to Re = (4π/3ne)

−1/3.
The coupling parameter between electrons and ions �ie can be calculated from �ee

to
�ie = q · �

3
2

ee (1.78)

The coupling parameters are therefore functions of the electron density and tempera-
ture.A strongly coupled plasma arises in the limit of high density and low temperature
(�ie ≥ 1 and�ee ≥ 0.1 [80]). This limit is also characterized by a short Debye length
λD with

λD =
√

ε0kB Te

e2ne
. (1.79)

The Debye length denotes the distance over which charge fluctuations are screened
by the electrons in the plasma. In cluster plasmas with a density in the order of solid
density (about 1023 m−3), considering a kinetic energy of the electrons of 1keV, a
typical Debye length is in the order of λD ≈5Å.

The degree of degeneracy γ of a plasma can be calculated as the ratio of Fermi
temperature to electron temperature. The Fermi temperature reads
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TF = �
2

2me
(3πne)

2
3 , (1.80)

therefore the degeneracy parameter γ yields

γ = TF

Te
= �

2(3πne)
2
3

2meTe
, (1.81)

A plasma with γ > 1 can be considered metallized.

Energy shifts and collision processes: In a plasma environment, three key effects
have to be considered [33].

• Perturbation of atomic states,
• Screening of long range forces,
• Changes in atomic transition rates.

These effects are in particular important in dense and strongly coupled cluster plas-
mas. The local electric field of the cluster, in particular the vicinity of ions and the
presence of plasma electrons leads to suppression of the interatomic barriers in the
plasma [81, 82]. These effects are also referred to as plasma screening [33, 82]. In
first approximation, plasma screening leads to a constant shift of all energy levels and
therefore to a decrease of the binding energy of electrons [33]. In extremely dense
plasmas, barrier suppression can even result in direct inner ionization of valence
electrons.

Also all collision related processes are of special significance in cluster plasmas.
Collisional excitation and ionization arise in particular in the presence of heating
mechanisms which increase the kinetic energy of the electrons [58]. But also their
counterparts, collision induced decay processes and many-body recombination play
an important role in the dynamics and final states of the laser–cluster interaction.
A sketch of many-body recombination is given in Fig. 1.15 [80]. An ion interacts
with several electrons at the same time. One electron is transferred into a bound
state, while the excess energy and momentum are taken away by the other electrons.
Another collision-related process is collisional heating by Inverse Bremsstrahlung

Fig. 1.15 Many-body recombination processes can become significant in strongly coupled plasmas
[80]. An ion interacts with several electrons and one electron is transferred into a bound state. The
difference in energy and momentum are taken away by the other electrons
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(a) (b)

Fig. 1.16 Two key mechanisms can be made responsible for the effective energy transfer into
clusters from intense IR fields, non-resonant and resonant heating of the electrons. a Sketch of the
time-evolution of inner ionized electrons in the laser field. Due to elastic collisions with ions, the
electrons are redirected (here by 180◦) and receive a phase shift in respect to the laser field. Energy
is transferred directly from the light field to the electrons, therefore this process is referred to as
inverse bremsstrahlung (IBS) [83]. b Time structure of resonant excitation of silver clusters in an
IR double pulse [84]. If the laser frequency matches the frequency of the surface plasmon, a large
amount of energy can be resonantly coupled into the cluster [58]. See text for details

(IBS). IBS is the dominant non-resonant heating process for long wavelength pulses
[28, 58, 83]. The underlying mechanism is illustrated in Fig. 1.16a [83]. The process
is termed Inverse Bremsstrahlung because the electrons obtain the increase in kinetic
energy directly from the acceleration in the light field. The acquired kinetic energy
of free electrons in a single laser cycle has been introduced in Sect. 1.3.1 as the
ponderomotive potential (cf. Eq. 1.75). Without facing any collisions, a free electron
would follow the laser field but it would loose again the kinetic energy at the end of
the pulse. Only by collisions with ions a phase difference between the field and the
electron motion is introduced and the total kinetic energy of the electron increases.

Optical phenomena in finite plasmas: At infrared and visible frequencies, the
light is not able to penetrate a dense plasma and will be completely reflected. This
phenomenon is referred to as opacity of the nanoplasma. Full screening is preserved
as long as ωlas < ωplas with the laser frequency ωlas and the plasma frequency

ωplas =
√

e2ne

meε0
. (1.82)

Therefore, in the beginning of an IR pulse, when the cluster plasma is still dense,
electron heating due to IBS only plays a role in the surface region of the cluster [58].

At a distinct laser frequency ωlas = ωmie with
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ωmie = 1√
3
ωplas =

√
e2nion

3meε0
, (1.83)

a collective electron motion of the electron cloud can be excited. The so called sur-
face or Mie plasmon is responsible for the finding in intense IR pulses that clusters
can absorb more energy per atom than atoms and bulk matter [58, 72]. The extreme
energy transfer from the light field into the plasma arises from a resonant excitation
of large-amplitude oscillations of the electron cloud in respect to the ionic back-
ground. The coupling constant of this collective motion and therefore the resonant
frequency depends on the ionic density nion . In the typical case of 800nm IR pulses,
the laser frequency is lower than the resonant frequency at the beginning of the inter-
action. After a distinct time the cluster is expanded up to the critical density nion,res ,
where the frequency of the Mie-plasmon matches the laser frequency and resonant
absorption will occur. Therefore Mie-plasmons can not be excited in a single very
short laser pulse. But the expansion time up to resonant density can be probed by
either increasing the pulse length [85] or in a pump-probe scheme [84]. Figure1.16b
illustrates the time structure of the plasmon excitation in small silver clusters using
two laser pulses with 1ps delay [84]. The red line in the uppermost graph shows
the time resolved analysis of the calculated energy absorption. The decrease in ion
density and the overlap with the resonant density is displayed in the second panel in
terms of the cluster radius. The progress of inner and outer ionization can be traced
in the third panel. Due to the resonant excitation an increase in the total number of
activated electrons due to collisional ionization but also in the outer ionization due
to the efficient heating can be observed.

For frequencies ωlas 
 ωplas , the excitation of resonant motion can be excluded
and the laser field will penetrate the cluster plasma from the beginning. In the limit
of a finite metallized plasma (γ > 1) the optical properties, which determine the
propagation, can be described by the dielectric function of a metallic sphere [43,
49]

ε(R,ωlas) = 1 + χ0 − ω 2
plas

ω 2
las + i · ωlas · ν(R)

. (1.84)

In thismodel, the response of the bound electrons is represented by 1−χ0, condensed
into the real-valued background susceptibility χ0, while the response of the electron
cloud is described by the fractionω 2

plas/(ω
2
las +iωlasν)with the electron-ion collision

frequency ν [86].

Expansion mechanisms: With the end of the pulse, the deposition of energy into
the cluster stops. However, the energy will be further redistributed, for example
through collisions of electrons and ions leading to further collisional ionization or to
recombination and relaxation.

The self-consistent redistribution process is determined by the plasma properties,
in particular the net charge, electron density and electron temperature [73]. Within
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the expansion, energy is transferred into the motion of ions. The increasing kinetic
energy of the ions results

• from the net charge of the cluster, i.e. Coulombic repulsion and/or
• from the kinetic energy of the quasi-free plasma electrons.

These sources of ionic kinetic energy define the limits of the two key expansionmech-
anisms, pure Coulomb explosion and hydrodynamic expansion. If many electrons are
outer ionized, the net charge results in Coulomb explosion. If on the other hand a
considerable number of activated electrons is confined in a nanoplasma, expansion
driven by hydrodynamic forces will dominate [87, 88]. The latter process results
in cooling of the electron cloud and electrons may recombine. Depending on the
temporal evolution of ion density and electron temperature, recombination can be
an important process accompanying hydrodynamic expansion [78]. Typically both
mechanisms contribute to the disintegration of clusters [89].

The final ion charge state and energy distribution can give information on the
underlying expansion process. However, deducing the dominant expansion mecha-
nism from the distributions of ion kinetic energies is a much-discussed topic [72,
78, 87–93]. A major difficulty of interpreting the kinetic energy distribution of ions
arises from the averaging over many different intensities in the focus profile and dif-
ferent cluster sizes in the probed ensemble of clusters [94, 95]. The interrelationship
between kinetic energy and charge state of ions and implications for the expansion
process will be further discussed in the analysis of ion spectra from single clusters
of defined size and power density in Sect. 3.4.4.

The subsequent paragraph gives an overview of previous experiments on clusters
in short-wavelength pulses from the FLASH free-electron laser in the range from 10
to 100eV photon energy and the linear coherent light source LCLS around 1keV.
Interpretations of the effects according to the current understanding are given with
an emphasis on recombination and expansion processes.

1.4.3 Rare Gas Clusters in Intense Short-Wavelength Pulses

Results in the VUV-range: Rare gas clusters have been the first targets to be stud-
ied in the light of the FLASH free-electron laser [76]. The results are displayed
in Fig. 1.17a. At a photon energy of 13eV and moderate power densities up to
8 × 1012W/cm2 [21] the ion spectra of atomic xenon gas and clusters from a few
up to 104 atoms were measured. For largest cluster sizes charge states up to Xe8+
were observed, while atomic gas could be only singly ionized (Ip = 12.1eV).
Figure1.17b shows electron spectra of small xenon clusters at the same photon
energy. They revealed a Boltzmann-like distribution of kinetic energies up to 40eV
[96]. Reference measurements on atomic xenon gas show only small kinetic energies
of the photoelectrons below 1eV (lower panel of Fig. 1.17b). Therefore, the kinetic
energies of the electrons indicate heating of the electrons in the cluster environment.

http://dx.doi.org/10.1007/978-3-319-28649-5_3
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(a) (b)

Fig. 1.17 Xenon clusters in intense VUV pulses. a Ion spectra of atomic gas and different cluster
sizes. At 100nm wavelength charge states up to Xe8+ are produced in xenon clusters with ≈20000
atoms [76]. b Electron spectra of small xenon clusters reveal a Boltzmann-like structure, pointing
towards efficient heating processes [96]

In particular heating processes had been expected to be insignificant at 100nm
wavelength from heating rates valid in the infrared [73]. The results inspired several
subsequent theoretical studies leading to improvements of the underlying models
[80, 97–100]. According to the current understanding, the efficient energy absorp-
tion of clusters in VUV pulses results from IBS heating which is still efficient in a
strongly coupled plasma at 100nm wavelength. Generation of singly charged ions
happens through single photon absorption. Due to barrier suppression, also Xe2+
is generated in the cluster environment. In the strongly coupled plasma, three- and
many-body collisions become very frequent processes, allowing for efficient heating
of the electrons and subsequent collisional ionization. The self-amplifying effect of
barrier suppression resulting from the ionized cluster environment and subsequently
increased collisional ionization rates is termed ionization ignition [98]. Also an addi-
tional heating mechanism based on a cyclic process of many-body recombination
and reabsorbtion of photons has been proposed [80].

Electron and ion spectra of XUV-excited clusters: In contrast to the results in
the VUV range, where IBS heating plays still a major role, first experiments at
38eV photon energy revealed negligible heating of electrons from the light field
[101]. Electron spectra of small argon clusters (N ≈ 100) obtained at different FEL
intensities are displayed in Fig. 1.18a. The prominent feature for all intensities is
the photo line of argon at hν − Ip = 22eV. With increasing intensity a plateau-
like structure towards smaller kinetic energies evolves. This plateau constitutes the
characteristic feature of multistep ionization. This process denotes the sequential
absorption of single photons and emission of electrons with stepwise less kinetic
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(a) (b)

(c)

Fig. 1.18 Cluster ionization at 38eVcanbedescribedby sequentialmultistep absorption.aElectron
spectra from argon clusters irradiated with different FEL power densities (E phot = 38eV) reveal
a strong feature at 22eV, equivalent to the atomic photo line. With increasing power density, a
plateau-like structure towards lower kinetic energies appears [101]. b The plateau structure can
be traced in a simple Monte Carlo model calculation as a sequential absorption of photons [101].
The kinetic energy of the sequence of outer ionized electrons decreases, adding up to plateau-like
electron spectra. c The deviation towards lower kinetic energies from the simple model at highest
intensities can be explained as contribution from thermal plasma electrons. The energy correlation
analysis between final kinetic energy of electrons and their single particle energy at the instant of
birth reveals evaporation of thermalized electrons from a deep Coulomb potential [102]

energy due to the increasing Coulomb potential (cf. Fig. 1.18b). Full frustration of
outer ionization is reached for a distinct number of ionization steps, depending on
the difference between photon energy and ionization potential (cf. also Eq.1.76).

Only when this number is exceeded, a nanoplasma builds up and the confined
electrons can thermalize by collisions. As plasma heating processes are negligible
in the XUV range, the temperature of the electron cloud is determined by the excess
energy from the photoionization process, which is the only supply of kinetic energy.
This concept is termed ionization heating [102]. The tail of the thermalized electron
distribution can be evaporated from the cluster, as displayed in Fig. 1.18c. This con-
tribution from plasma electrons, which overcome a Coulomb potential as deep as
100eV [102] explains the increase towards lower kinetic energies in the uppermost
electron spectrum of Fig. 1.18a.

The interplay between multistep and thermal emission of electrons became even
more prominent in experiments on xenon clusters at 90eV photon energy [79]. The
photoelectron spectra of clusters with ≈2000 atoms for different FEL intensities
are displayed in Fig. 1.19a. The spectrum at lowest intensities resembles the spectra
of argon clusters at 38eV. At 90eV excitation energy, the first innershell of xenon
is mainly addressed by photoionization. The 4d photo line at 20eV and the Auger
line at 32eV are accompanied by a multistep plateau towards lower kinetic energy.
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(a) (b)

(c)

Fig. 1.19 aElectron spectra of xenon clusterswith≈2000 atoms reveal a combination of amultistep
feature and a thermal distribution. The clusters were irradiated in 90eV pulses at different FEL
intensities [79]. bThemean electron energy increases with the density of the electrons and therefore
with the number of photoionization processes. c Quadratic increase of the central kinetic energy per
charge state. Xenon clusters with different sizes from ≈50 − 7800 atoms were irradiated in 90eV
pulses with an intensity of 5 × 1014W/cm2 [93]

With increasing intensity a prominent second component with a Boltzmann-like
distribution arises in the electron spectra. Due to the high cross-section of xenon
(cf. also Sect. 1.3.2) a plasma with supra-atomic density evolves. At an intensity
of 6 × 1014W/cm2 the distribution of thermally evaporated electrons reaches up to
90eV kinetic energy. By fitting the thermal component of the energy distribution, the
increasing density and average kinetic energy of the electrons were extracted. The
increase of the mean energy with electron density, which is presented in Fig. 1.19b,
is again a signature of the dominant contribution of ionization heating to the plasma
temperature.

The ionization and expansion dynamics of xenon clusters in 90eV pulses were
also studied by means of ion spectroscopy [93]. Clusters with different sizes from
≈50 − 7800 atoms irradiated with an intensity of 5 × 1014W/cm2 revealed charge
states up to Xe10+ with kinetic energies of the ions reaching 3.5keV. A quadratic
increase of the central ion kinetic energywith the charge statewas found, as displayed
in Fig. 1.19c. Simulations of the ion spectra based on a simple electrostatic model
indicate radial changes in the average charge state. Therefore, the kinetic energy
distributions of the ions were interpreted as a Coulomb exploding outer shell and a
plasma core which expands hydrodynamically.
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Redistribution of charges within the cluster and effective recombination of the
fully screened cluster core could also be traced in experiments using doped clusters
[30]. In clusters with a xenon core and an argon shell, irradiated with 90eV pulses,
only highly charged argon was detected. The xenon atoms in the core are expected
to contribute most of the nanoplasma electrons, as the ionization cross section is 10
times larger than for the argon shell. The absence of higher xenon charge states in
the ion spectra indicates a strong recombination of the screened cluster core.

Signatures of different expansion mechanisms: The structure of the electron spec-
tra obtained in the XUV range emphasizes the importance of the element specific
electronic structure for the ionization and electron emission processes. The main
features reflect the binding energies of the electrons while the difference between
binding energy and excitation energy predefines the onset of plasma formation. On
the other hand, the absorption cross-sections are responsible for the plasma density
at a certain FEL intensity. Both together, the net charge on the cluster and the plasma
density, ultimately determine the contributing expansion mechanisms [78].

The transition fromhydrodynamic expansion toCoulombexplosion for increasing
energetic distance between excitation energy and accessible atomic resonances in
the short wavelength regime have been studied theoretically [78]. The respective
expansion dynamics and their signature in electron and ion spectra are displayed in
Fig. 1.20. Argon clusters with N = 923 were simulated for excitation with 20, 38,
and 90eV photon energy. For comparability of the three cases, the total amount of
absorbed energy was held constant. A simple frustration parameter α is introduced,
which is defined as the ratio of activated (=inner + outer ionized) to critical number
of electrons which can leave the cluster (cf. Eq. 1.76)

α = ne,total

ne,out
. (1.85)

It denotes the neutrality of the plasma and was found to be a good measure to specify
the dominant expansion mechanism. The temporal evolution of the cluster explosion
as increasing distance in between the six geometric shells of the cluster with 923
atoms is displayed in Fig. 1.20a. In the right panel, for α ≈ 1, the clusters undergo
pure Coulomb explosion, as all activated electrons are able to leave the cluster. In
contrast, the left panel for a value of α ≈ 100 indicates a plasma-driven cluster
expansion, with an ejection of the outer shells due to hydrodynamic forces. For
values in between, as displayed in the middle panel for α ≈ 10, a combination of
both processes will appear, where the inner part of the cluster is efficiently screened
and an outer shell can explode off.

The graphs in Fig. 1.20b show, that the transition fromhydrodynamic expansion to
Coulomb explosion can be traced in the electron spectra. While the Boltzmann-like
distribution of thermally evaporated electrons corresponds to hydrodynamic expan-
sion, a multistep feature is accompanied by Coulomb explosion. The simulations
were also analyzed in terms of the kinetic energy distributions of the ion charge
states, the results are displayed in Fig. 1.20c. The signatures of a transition in the
leading expansion mechanism appears to be less clear in the ion spectra. However,
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(a)

(b)

(c)

Fig. 1.20 Calculated a expansion dynamics, b electron spectra and c ion spectra of argon clusters
(N = 923) in laser pulses with an excitation energy of 20eV (left column), 32eV (middle column)
and 90eV (right column). A transition of the dominating expansionmechanism from hydrodynamic
expansion to Coulomb explosion with decreasing frustration parameterα from 100 to 1 is observed.
See text for details. Adapted from [78]

the important role of recombination for the final ion distribution in the hydrody-
namic case can be traced in the left panel of Fig. 1.20c by comparing dashed (no
recombination) and solid (with recombination) lines.

As the frustration parameters of the xenon clusters irradiated with 90eV pulses
[93] which have been displayed above in Fig. 1.19c range from 40 to 1500, the results
of the study byArbeiter and Fennel [78] would indicate a contribution fromCoulomb
explosion only for smaller cluster sizes.

Single shot scattering on single particles in the XUV: Single large clusters in
the gas phase were imaged for the first time in single 90eV pulses at the FLASH
free-electron laser [31]. The scattering patterns of individual clusters with radii of
150 ± 40nm revealed an over-proportional increase of the scattering signal at large
angles for increasing pulse intensity from 8 × 1012 to 4 × 1013W/cm2 as displayed
in Fig. 1.21a. The data were modeled with Mie theory for a homogeneous sphere.
A strong increase in the imaginary part of the refractive index was found, which
is shown in Fig. 1.21b. Such an increase in β corresponds to a tenfold increase of
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(a) (b)

Fig. 1.21 Scattering experiments on individual xenon clusters at 90eV photon energy reveal an
over-proportional increase of the scattering signal at large angles for increasing pulse intensity.
By modeling the data with Mie’s theory, the refractive index can be extracted from the scattering
patterns, indicating a strong increase in the absorption related imaginary part β. Adapted from [31]

the absorption in the cluster above the bulk-value of xenon. The observations were
interpreted as a transiently high abundance of the resonant charge state Xe4+. These
results will be further discussed in this work in Sect. 3.5.

The finding of intensity dependent changes in the scattering signal shows the capa-
bility of single particle scattering experiments to gain insight into ultrafast plasma
processes [31]. The dominant role of element specific electronic properties for the
dynamics of clusters in intense short wavelength pulses, in particular in the vicinity of
atomic resonances, manifests itself even more prominently in scattering experiments
than in spectroscopy measurements of electrons and ions.

First results from the soft X-ray regime: With the recent upcoming of LCLS as
the first free-electron laser reaching into the X-ray regime (see also Sect. 2.1), first
insight into X-ray induced cluster dynamics could be gained. In the regime of 1keV
excitation energy, inner shell electrons are mainly addressed by photo ionization
processes. In atoms, shorter pulses with the same number of photons result in a
decrease of energy absorption [28, 54]. The reason for this effect referred to as
hollow atom is a competition between the Auger lifetime of the inner-shell vacancy
and the pulse length. Only if the inner-shell vacancy has been refilled by an Auger
decay, more photons can be absorbed. This transient transparency to X-ray photons
was found to be further increased in clusters [29]. Due to efficient barrier suppression
in the highly ionized cluster, the valence electrons become delocalized. This yields
in a decreased overlap with the inner-shell states and subsequently longer Auger
lifetimes [29, 104].

http://dx.doi.org/10.1007/978-3-319-28649-5_3
http://dx.doi.org/10.1007/978-3-319-28649-5_2
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These findings might become important for future imaging of single molecules
with atomic resolution. The constraints for the pulse duration before the structures
are washed out were predicted to be limited by the lifetimes of inner-shell vacancies
[26].

By combining single shot scattering on single clusters with coincident spec-
troscopy measurements, a new method for studying ionization dynamics of clus-
ters on perfectly defined systems was developed. The first coincident single cluster
imaging and ion spectroscopy measurements on clusters were carried out at a pho-
ton energy of 800eV [103]. The interaction of single xenon clusters with the soft
X-ray pulses was studied by means of ion spectroscopy, using the simultaneously
taken scattering patterns to sort for cluster size and power density. The results are
shown in Fig. 1.22. Three data sets are displayed consisting of the scattering patterns
(Fig. 1.22a) and the ion spectra (Fig. 1.22b) of individual xenon clusters with 30nm

(a) (b)

(c) (d)

Fig. 1.22 a The scattering patterns of single clusters in soft X-ray pulses are used to sort the data
for cluster size and FEL intensity. Scattering patterns of three clusters with R≈30nm exposed to
different FEL intensities are shown. b The corresponding ion spectra differ radically. Spectrum
(III), taken at ≈1014W/cm2 reveals only singly charged xenon ions. For two orders of magnitude
more power density, the charge states in spectrum (I) peak around xenon 26+. Low charge states
are virtually absent. c The different intensities of cases (I), (II), and (III) correspond to different
position of the respective clusters in the focus profile. d The signatures are less clear in averaged
data over ensembles of clusters in the focus profile. The spectra taken at different pulse energies
comparable to the single shots above are completely dominated by lower charge states and show
only small differences at higher charge states. In addition, comparison with an atomic spectrum
hints towards a considerable contribution in the averaged cluster signal from the uncondensed part
of the beam [103]
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radius exposed to FEL intensities between 1014 and 1016W/cm2. The corresponding
ion spectra differ radically. Spectrum (III) taken at≈1014W/cm2 exhibits only singly
charged xenon ions, while the charge states in spectrum (I) at 1016W/cm2 reveal a
rather narrow distribution around xenon 26+. Low charge states are virtually absent.

This finding can be understood as efficient suppression of recombination in the
hot nanoplasma. The xenon atoms in the cluster become highly ionized in a sequence
of single absorption steps from inner-shell electrons followed by subsequent Auger
cascades. High excess energies result in high kinetic energies of the electrons. Even
though less than 1% of the photo-activated electrons for case (I) become outer-
ionized, the competition between cluster expansion and cooling of the electrons, i.e.
decrease in ion density and increase in recombination probability is shifted towards
a freeze-out of recombination processes.

In contrast, the averaged spectra shown in Fig. 1.22d, which contain the informa-
tion from a large ensemble of clusters distributed over the focus profile reveal a by
no means clear signature. The spectra were taken at an average focal intensity corre-
sponding to the cases (I) and (II). Both are dominated by low charge states from the
wings of the focal profile. Slight differences appear at high charge states, however,
they can not be clearly distinguished from atomic signal from the uncondensed part
of the cluster beam, as indicated by comparison with the atomic ion spectrum.

These findings emphasize the possibilities of coincident single shot scattering of
single clusters and spectroscopy measurements to study light-induced dynamics in
clusters under well defined experimental conditions [103]. The setup for simultane-
ous imaging and ion spectroscopy of single clusters at the FLASH free-electron laser
which was developed in the framework of this thesis will be described in the next
section.
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Chapter 2
Experimental Setup

In this thesis, the interaction of large xenon clusters with high intense XUV pulses
has been studied in a combined scattering and spectroscopy approach. The data have
been obtained at the free-electron laser in Hamburg FLASH. This chapter will give
a survey on the experimental basics. In Sect. 2.1, the principles of light generation
in free-electron lasers will be explained and important characteristics of FLASH are
summarized. Some insight is given on optical layouts for guiding and focussing the
XUV light.

In the second part of this chapter, the experimental setup for simultaneous scatter-
ing and ion spectroscopy of single clusters will be introduced. Crucial components
of the experiments, such as the generation of clusters and the detection of scattered
light and ions will be discussed in more detail.

2.1 FLASH Free-Electron Laser for Short Wavelength
Radiation

Free-electron lasers (FELs) hold great promise as high power, short pulse, coherent
sources for short wavelength radiation [1, 2]. The continuous progress in X-ray
physics of the last century has been tightly coupled to the advancement of light
sources. Since the discovery of x rays in 1895 by Wilhelm Conrad Röntgen [3] the
brightness of X-ray sources has been increasing more than four orders of magnitude
per decade in the last 50 years as shown in Fig. 2.1a [4]. This quantity, the brightness
B, is defined as the number of photons n divided by the product of the beam area A,
the opening solid angle of the radiation beam θ, the pulse length t and the fractional
bandwidth of energy �E/E ,

B = n

A · θ · t · �E
E

. (2.1)

The increase in brightness (or peak brilliance) is illustrated in Fig. 2.1b, where the
capabilities of modern synchrotron sources and short wavelength free-electron lasers
are displayed. The short and bright pulses of FLASH and LCLS exceed the other
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Fig. 2.1 a Development of peak brilliance of X-ray sources since 1895. Based on [4]. b Peak
brilliance of modern X-ray light sources. From [5]

sources by more than seven orders of magnitude [5, 6]. A single FEL pulse of 10 to
100 fs duration typically contains 1012–1013 photons, asmany as the best synchrotron
radiation beamlines deliver in about one second [7]. In the following paragraph the
underlying physical processes and technical principles are briefly reviewed. A more
detailed compendium can be found in the literature [1, 2, 8].

2.1.1 Basic Principle of a Free-Electron Laser

Free-electron lasers andmodern synchrotron sources share a common basic principle
for the generation of light. Figure2.2 illustrates the evolution of synchrotron sources
from a simple bending magnet (Fig. 2.2a) to the use of magnet arrays (Fig. 2.2b–d)
[9]. Electrons are accelerated to relativistic kinetic energies and forced on a slalom
course through a periodic stack of alternated dipole magnets. With every turn, the
electrons emit light. In a so called wiggler device, the amplitude of the electron
trajectory is rather large and consequently also the solid angle in which the pho-
tons are emitted. This leads to an incoherent superposition of the radiation and the
emitted power rises linear with the number of magnet pairs within the wiggler. In
contrast, the emitted power in an undulator rises quadratically with the number of
magnet pairs. The periodic deflection of the electrons is so small that the radiated
light from an electron in every undulator period can overlap and thus interfere.
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Fig. 2.2 Radiation of a bending magnet, a wiggler, an undulator and a free-electron lasers. P is the
irradiated power in forward direction. Adapted from [9]. a Bendingmagnet. bWiggler. c Undulator.
d Free-electron laser

Constructive interference appears for a phase match between the electron energy
and the undulator period, yielding a distinct resonant wavelength

λres = λu

2γ2
(1 + K 2

2
+ γ2θ2), (2.2)

with the undulator period λu , the Lorentz factor γ = (1 − v2/c2)− 1
2 , the undulator

parameter K , and the observation angle θ. The dimensionless parameter K is a
measure of the oscillation magnitude and is given by

K = eBλu

2πmec
, (2.3)

with the magnetic field B of the undulator. The K -parameter of a wiggler is > 10,
typical values for an undulator are in the order of 1.

The radiation of free-electron lasers is also generated in undulators but the emitted
power does not only increase quadratically with the number of undulator periods
but also with the number of electrons involved in the lasing process. The resonant
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Fig. 2.3 Slippage of the
light wave of one optical
wavelength per undulator
period. From [10]

wavelength of a free-electron laser is given by an equation equivalent to the undulator
Eq.2.2 with θ = 0◦:

λres,F E L = λu

2γ2
(1 + K 2

2
). (2.4)

The electron energy matches the undulator period such that the light is overtaking
the relativistic electrons by exactly one cycle while they move one undulator period
further. This key process in free-electron laser physics displayed in Fig. 2.3 is referred
to as slippage. The same phase relation is valid in an undulator for synchrotron
radiation at θ = 0◦ but there the interference effects apply independently to the
radiation probability for each electron, with no inter-electron effects. The electrons
can never experience their own light field as their velocity is always < c. However,
in a free-electron laser the electrons are extremely well compressed into a small
bunch with a very sharp kinetic energy distribution. These characteristics, the spatial
and the velocity distribution of the electron bunch, are gathered in a quantity called
emittance. A low emittance of the electron bunch is the basic condition for the lasing
process. In this case a present electromagnetic field can interact back on the electrons
and force them to stimulated emission.

The requirements on the quality of the electron bunch are therefore especially
high for short wavelength FELs. As illustrated in Fig. 2.4a, in the infrared and visible
regime it is possible to run free-electron lasers in the low gain range. In this concept
a train of relativistic bunches recirculate within a storage ring through an undulator

Fig. 2.4 a Principle of a low gain FEL working in the infrared or optical regime. b Principle of a
high gain single-pass FEL. From [7]
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placed in an optical cavity. A small gain in radiation power of a few percent per
undulator passage is sufficient to allow output powers in the order of Gigawatts [7].
Even though the resonance wavelength of an undulator can be shifted into the X-ray
range by just increasing the electron kinetic energy, no normal incidence optics with
reflectivities>90%exist forwavelengths below100nm.Therefore, shortwavelength
FELs are built on the principle of a single-pass high gain FEL as displayed in
Fig. 2.4b. Here, all radiation is generated in a single passage through a very long
undulator. For accelerating the electrons linear accelerators are used as only they
allow for preserving the low emittance of the electron bunches required for the
lasing process.

As the electron bunch orbits through the undulator some of the electrons will
be accelerated and take energy from the light field, others will be decelerated and
contribute energy to the light field depending on their phase (cf. Fig. 2.3). Because
of the slippage, the electrons experience the same light field in every phase of their
oscillation, which makes the interaction very efficient. In the long undulator of a
high gain FEL, the periodically modulated energy is then transformed into a density
modulation, as the faster electrons catch up with the slower ones. This process will
continue until the electrons in the bunch form a package of slices with a spacing
of λres , so called microbunches (illustrated in Fig. 2.5). Microbunching will lead
to an increase of the radiated power proportional to the number of microbunched
electrons ne squared because the electrons separated by λres radiate like a point
charge Q = ne · e. The number of electrons contributing to the lasing process
increases while the bunch passes the undulator, yielding an exponential growth of
the emitted power with undulator length. In Fig. 2.5 the growth is shown as a function

Fig. 2.5 Gain length and microbunching. In a single-pass FEL the density modulation of the
electron bunch develops along the travel through the undulator. The gain curve shows exponentially
growth of the output power until optimal microbunching is reached and the pulse energy saturates.
Adapted from [1, 2]
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of gain length Lg , the undulator length in which the power rises by a factor of e. After
several Lg , when the microbunches are fully developed, laser saturation sets in.

In IR and visible FELs a concept is widely used which is referred to as seeding.
In this case, the electromagnetic field which is amplified by the electrons is inserted
from an external source such as a seeding laser. Another approachwhich is especially
convenient for short wavelengths where less laser sources exist is spontaneous undu-
lator radiation being used for amplification. This process is referred to as SASE (self
amplified spontaneous emission). SASE is used in most of the current short wave-
length FELs, for example at FLASH [5, 6]. Since the lasing starts from shot noise,
the photon energy is subject to statistical fluctuations. SASE FEL radiation typically
consists of more than one single pulse in time and frequency [11], even though SASE
radiation also exhibits full transverse coherence [2]. As brighter pulses and smaller
bandwidths can be achieved by seeding, concepts have also been developed for the
short wavelength range. For example at FERMI, Trieste, a high-harmonic-generation
(HHG) source is successfully used as seeding laser for an FEL in the VUV range
[12]. At FLASH, there is also a seeding option under construction, using HHG [13].
Another approach for seeding short wavelength FELs is to monochromatize SASE
radiation and use it as a seed beam in a second undulator [14, 15]. Such self-seeding
has been recently demonstrated for hard x rays at LCLS using a diamond crystal to
extract a narrow-banded part of a SASE pulse [16].

2.1.2 Characteristics of the FLASH FEL

FLASH, a linac based facility at DESY has been the first short wavelength free-
electron laser in operation [18, 19]. Table2.1 summarizes some important photon
and pulse characteristics of FLASH. Typical parameters of the operation of FLASH
from [17] are shown in the center column, the corresponding parameters used in the
experiment for this work are displayed in the right column.

Table 2.1 FLASH pulse and photon characteristics

Parameter name Typical values Parameters of our

2005–2009 [17] experiment 2011

Wavelength range
(fundamental)

6.5–47nm 13.6nm

Average single pulse energy 10–100µJ 150µJ

Pulse duration 10–70 fs 100 fs

Spectral bandwidth 1% 1%

Photons per pulse 1012 1013



2.1 FLASH Free-Electron Laser for Short Wavelength Radiation 63

Fig. 2.6 Layout of the FLASH facility, see text for description. Adapted from [17]

In Fig. 2.6, the current layout of FLASH [7, 17] is displayed. The electrons are
produced in the RF gun, a laser driven photocathode placed in a radio-frequency cav-
ity. From the gun the electrons are accelerated to a maximal kinetic energy of 1GeV
in accelerator modules consisting of super-conducting niobium cavities. In between
the accelerator modules the electron bunch is further compressed by inducing a chirp
over the electrons and sending them through a bunch compressor, a small magnetic
chicane. In addition Fig. 2.6 also contains the latest improvements and extensions
such as an afterburner for enhancing the production of 3rd harmonic radiation and
the sFLASH unit for HHG seeding.

The coherent radiation is produced in an undulator with a gain length of roughly
1 m and an overall length of 27 m. The undulator period of 24mm with a 12mm
gap between the magnetic poles yields a magnetic field B of 0.5 T. Using Eq.2.3 the
K -parameter of the FLASH undulator is K = 1.1. Assuming a maximal electron
energy of 1GeV, Eq.2.4 yields a minimal wavelength of 5nm.

After the undulator, the electron bunch is extracted with a dipole magnet and sent
into a beam dump. The light pulses emerge from the accelerator tunnel and enter
the experimental hall. Several photon diagnostics are available at this stage, such as
a spectrometer for wavelength determination and a gas monitor detector for online
pulse energy measurements (for further details see [20]). The FLASH pulses can be
guided into 5 different beamlines. Due to the strong absorption of soft X-ray radiation
in any material, the beam is transported through a windowless UHV system. In the
next paragraph brief insight is given in the possibilities of guiding and focussing the
bright XUV light into the experiment.

2.1.3 Guiding and Focussing Optics for XUV Light

Due to the lack of lens materials, which could be used for short wavelength radiation
from VUV to soft X-ray, other approaches become necessary. Mainly two types of
mirrors are used to guide and focus XUV radiation [21].

Gracing Incidence Mirrors are optics with a high transmission in an extended
wavelength range. Plane carbon mirrors are for example used at FLASH to deflect
the FEL beam into the different beamlines [22].
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The basic principle of thesemirrors corresponds to total internal reflection, widely
used in the visible range for example in fiber optics. In the VUV to soft X-ray range,
the real part of the refractive index of materials is typically slightly smaller than one
(n′ < 1). As total reflection always occurs from the optically thin medium, in the
XUV total external reflection under gracing incidence can be used. The mechanism
is sketched in Fig. 2.7a. Without any absorption, optimal reflectivity is yielded at the
critical angle θcri t = √

2δ. However, an evanescent wave does penetrate the material
up to a certain depth. Therefore, a finite absorption β > 0 results in an optimal
reflectivity for incident angles smaller than θcri t .

The surface material has to be selected according to the designated photon energy
region. In the range relevant for FLASH, carbon coatedmirrors are chosen due to their
high reflectivity and flat absorption cross-section [23]. In Fig. 2.7b the reflectivity
of a carbon mirror under 2◦ gracing incidence and the atomic photo absorption are
displayed. The data is taken from the Henke tables [24].

Fig. 2.7 a Principle of total external reflection of XUV radiation. From [21] b reflectivity of a
carbon surface under 2◦ and photo absorption cross-section from 30 to 150eV. Data from Henke
tables [24]
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Based on the principle of total external reflection, focussing optics can be
manufactured as well. Carbon coated ellipsoidal mirrors with a focal distance of
2m are installed at beamlines BL2 and BL3 producing a focus with 20–30µm diam-
eter (FWHM) [20].

Multilayer mirrors are the second approach for reflecting short wavelength light.
Fig. 2.8a demonstrates that multilayer mirrors bridge the gap of (near-) normal inci-
dence mirrors in the VUV to soft X-ray range [21].

The reflectivity at normal incidence of a material with refractive index n = 1 −
δ + iβ can be obtained by the Fresnel equations [25] to

R � δ2 + β2

4
� 1. (2.5)

Therefore, the normal incidence reflectivity on a surface will go down for higher
wavelengths, where only small deviations of n from unity occur. However, a higher
reflectivity can be achieved again by constructive interference of the reflection on
many layers. In hard X-ray regime natural crystals can be used which exhibit atomic
layer distances in the range of the wavelength. In XUV multilayer mirrors can be
produced.

With sputtering techniques thin layers of two materials with different optical
properties are deposited alternately on ultrasmooth substrates. The materials are
chosen such that for both the absorption is low while they exhibit a great difference
in the reflectivity, i.e., the real part of the refractive index. Incoming light propagates
into the mirror through many layers. At every layer transition some light is reflected.
For a distinct wavelengthmatching themodulation period, the reflected rays interfere
constructively, producing an overall high reflectivity. For a photon energy of 91eV
or 13.6nm wavelength respectively, highly reflecting MoSi multilayer mirrors with
close to 70% reflectivity can bemanufactured [26] as shown by the curve for periodic
design in Fig. 2.8b.

The reflectivity of multilayers is limited by the finite absorption of materials in
the XUV and by the interface roughness between the layers. It is therefore lower
than for gracing incidence mirrors. Also only a rather narrow bandwidth is reflected.
On the other hand, multilayer mirrors can be optimized to reflect either in (near-)
normal incidence or for another arbitrary angle. This makes them favorable for many
otherwise space consuming optical layouts. A number of experiments carried out
in our group [27–30] were based on a back reflecting geometry using a multilayer
mirror with a short focal distance. It could be mounted within an experimental setup
and produced a smaller focal spot and thus higher power densities than a farer distant
beamline optic. The procedure of optimizing and characterizing the focal density will
be described in Sect. 2.2.4.
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Fig. 2.8 a Possibility to produce near normal incidence mirrors from visible to X-ray regime.
Multilayer mirrors close the gap in the XUV. From [21] b measured reflectivity of MoSi multilayer
mirrors optimized for 13.5nm. Adapted from [26]

2.2 Experiment for Imaging and Ion Spectroscopy of Single
Clusters

In Sect. 2.1 the generation and handling of highly intense short pulses from the
FLASH FEL have been introduced. This brilliant light source enables a new kind of
experiments where individual particles can be studied in single pulses. In this section,
the experimental setup developed for imaging and ion spectroscopy of single large
clusters is described. Experimental principles and methods are laid out in more detail
in the subsequent paragraphs.
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Fig. 2.9 Left setup scheme of the experiment for coincident imaging and ion spectroscopy of single
clusters at FLASH. Right photo of the detectors assembled around the interaction region

2.2.1 Experimental Layout

The setup for simultaneous imaging and ion spectroscopy of single clusters at FLASH
is displayed in Fig. 2.9. The experiment was carried out in July 2011 in the beamline
focus of BL2, using 100 fs pulses with up to 1013 photons of 91eV photon energy.

A cluster beam was generated by supersonic expansion of xenon gas through a
cryogenically cooled, pulsed nozzle. The clusters were guided into the main cham-
ber through a set of differentially pumped conical skimmers. Details on the cluster
generation are discussed in Sect. 2.2.2. The cluster beam was further skimmed down
by a movable piezoelectric driven skimmer slit with an adjustable width between 0
and 1.5mm (cf. [31], not displayed in Fig. 2.9). Thus, the measurements could be
done in “single cluster mode” at a target density with less than one cluster at a time
in the focal volume.

The cluster pulse was spatially and temporally overlapping with the focussed
FEL pulse. In a combined imaging and spectroscopy approach, two different kinds of
products of the interaction were measured shot-to-shot, positively charged fragments
of the clusters and elastically scattered light. The scattering patterns were detected
by an MCP/phosphor screen stack as described in Sect. 2.2.3. The visible image on
the phosphor screen was coupled out via a 45◦ mirror and recorded with an out-of-
vacuum CCD camera. The FEL beam could exit the interaction region through a
center hole in all components of the scattering detector. For the ion measurement the
“bipolar tof” was used, as discussed in Sect. 2.2.4.

2.2.2 Cluster Generation

The rare gas clusters are produced in a supersonic gas expansion through a nozzle
behind a pulsed valve. In this section a brief overview of the physics of supersonic jets
is provided and the emergence of clusters in supersaturated gas is described. Also,
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Fig. 2.10 a Schematics of a supersonic gas expansion through a conical nozzle. Shock waves
surround the zone of silence in which clusters can grow. A skimmer guides the central part of the
beam in a differentially pumped section before the Mach disk destroys the clusters. b Development
of the particle velocity distribution in a supersonic gas expansion (adapted from [34]). cMechanisms
of cluster growth. At first, dimers are built through 3-body collisions. As long as the ratio of atoms to
clusters is large, they grow through monomer addition. d Later, cluster-cluster aggregation becomes
the dominant process

the mechanisms of cluster growth are explained and hence, scaling laws for cluster
size distributions are presented. The temporal profile of cluster jets due to nozzle
operation in pulsed mode is discussed. Finally, typical parameters of this experiment
are summarized.

Conditions in a free jet: Free jets are widely used for the generation of cold atomic
and molecular beams and also serve as a source for cluster beams [32, 33]. A free jet
produced by supersonic expansion through a nozzle is schematically illustrated in
Fig. 2.10a. Gas expands from a stagnation chamber with an initial pressure p0 and a
temperature T0 through a small orifice with diameter d into vacuum. The expansion
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exhibits three stages, the stagnation region, the hydrodynamic region and the mole-
cular flow region [34]. The characteristic velocity distributions of these stages are
displayed in Fig. 2.10b. In a supersonic expansion the random velocity of the atoms
in the stagnation region is transformed into one-dimensional directed motion with
a narrow relative velocity distribution. This is equivalent to a strong cooling of the
gas. Equalization of the velocities takes place through collisions between the atoms.
While the one dimensional flow velocity is rising, the particle density and thus the
collision frequency decreases with the increasing distance to the nozzle throat. In par-
ticular, the number density of particles can be expected to decrease with the inverse
square of distance, as the streamlines of the expanding gas resemble those of a point
source flow [32]. At some point the jet leaves the collision dominated regime and
enters the collision free molecular flow region, thereby reaching its terminal velocity.
The maximum reachable flow velocity is given by

v∞ = 1.581

√
2kT0

m
= 204

√
T0/K

m/amu

m

s
, (2.6)

with m being the atomic mass of the atoms.

Mach number: However, under realistic experimental conditions, the finite back-
ground pressure pback in the expansion chamber limits the free expansion to a system
of shock waves as sketched in Fig. 2.10a. The shock waves reflected by the back-
ground pressure at the sides of the expansion cone are referred to as barrel shocks
and the region where the velocity changes from supersonic to subsonic within a short
distance in axial direction is known as Mach disk. Within these boundaries of the
expansion, in the zone of silence, the adiabatic expansion takes place. A measure
for the development of the flow velocity is the Mach number M , the ratio of the
gas flow velocity to the local sound speed. If M > 1 the particles move faster than
information transport in the gas flow. Within the stagnation chamber M is much
smaller than 1 while at the nozzle throat, M equals unity and then increases further
in the hydrodynamic region with rising distance to the nozzle throat. In the boundary
regions M drops again to below 1.

The position of the Mach disk from the nozzle throat is given by

xMach

d
= 0.65

√
p0

pback
. (2.7)

When reaching the Mach disk, the cold beam of atoms, molecules or clusters will be
disturbed and reheated.Therefore, theMachdisk has to be located after the interaction
region of the experiment. A practical possibility to shift the Mach disk away from
the nozzle is to decrease pback by using differential pumping stages (cf. Eq.2.7). The
central, i.e. coldest part of the flow is cut out and transported into a differentially
pumped chamber with a lower background pressure through a skimmer with an
optimized shape and diameter in order to not disturb the gas flow (cf. Fig. 2.10a).
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Fig. 2.11 Vapor pressure curve of xenon. The path of a supersonic expansion with cluster conden-
sation is sketched in red. The data has been taken from [35], the expansion path is adapted from
[32, 34]

Cluster formation: The formation of clusters in a free jet can be explained as a
phase transition from gaseous into liquid or solid state. Whether clusters emerge in
this expansion process or not depends on the final pressure and temperature of the
flow and in particular, if those parameters have left the gaseous domain. Figure2.11
illustrates the phase diagram of a supersonic expansion using the example of the
vapor pressure curve of xenon (data from [35]). Typical stagnation conditions as
used in this experiment (p0 = 8bar, T0 = 240K) are represented by point A. From
there, the expanding gas follows the adiabatic line down to point B, where it meets the
vapor pressure curve pv(T ). Under equilibrium conditions the subsequent expansion
would follow the vapor pressure curve. Instead, it proceeds along the adiabatic line
into a regime of supersaturation. At point (C), condensation and formation of clusters
sets in. At the same time the expansion departs from the adiabatic line and returns to
the vapor pressure curve [32, 34].

As schematically illustrated in Fig. 2.10c the condensation process starts with the
appearance of dimers formed in three-body collisions. Two atoms stick together, the
third atom evaporates, taking away excess momentum and energy. When dimers are
formed, they can act as condensation nuclei for further cluster growth. As long as
the ratio of atoms to clusters in the jet is high the clusters grow through monomer
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Fig. 2.12 Cluster size distributions for a supersonic expansion of CO2 gas show the transition from
monomer addition to cluster aggregation. The exponential decay at small cluster sizes is attributed
to cluster growth through monomer addition, the lognormal size distribution developing for higher
expansion pressures indicates coagulation of clusters. From [36]

addition. With rising numbers of clusters, coagulation, i.e. aggregation of smaller
clusterswill become the dominant process.Cluster growth through coagulation yields
log-normal distributions of cluster sizes, whereas clusters generated from monomer
addition form a size distribution with an exponential decay [36]. Typical cluster size
distributions showing both of those features are displayed in Fig. 2.12.

Scaling laws for the average cluster size: The average final cluster size obtained
with a distinct set of expansion parameters can be estimated using the empiric scaling
laws developed by Hagena et al. [37]. For the same gas species, different combina-
tions of the expansion parameters may lead to the same cluster size distribution.
This relationship is expressed by the scaling parameter � as a measure for conden-
sation [32],

� = n0 dq
eq T 0.25q−1.5

0 . (2.8)

The numerical value of the exponent q has been experimentally determined to be
0.85. n0 denotes the number density, T0 is the gas temperature. The equivalent nozzle
diameter deq has to be used in case of a conical nozzle shape. For conical nozzles, the
streamlines of the expansion are limited to the cone angle 2θ but remain otherwise
unchanged. As the expansion cone of a simple orifice becomes less divergent for
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increasing nozzle diameter, the streamlines of a conical nozzlewith diameter dmimic
those of a much larger orifice. Thus, conical nozzles can reach the same �-value at a
much lower gas load than simple orifices. This is described by the equivalent nozzle
diameter deq = d · 0.74(tan θ)−1.

In order to connect the scaling parameters for the condensation of different kinds
of gases, similarity laws can be introduced. In short, all material specific properties
of gas species are gathered in a factor K , for example K = 5554 in the case of xenon.
A reduced scaling parameter �∗ can then be expressed as

�∗ = K
p0 d0.85

eq

T 2.29
0

, (2.9)

with p0 in mbar, deq in µm and T0 in K.
Consequently, the average number of atoms in a cluster results as a function of

�∗ described by Hagena’s scaling laws for different expansion regimes [38]:

�∗ < 350 no condensation

350 ≤ �∗ < 1800 < N >= 38.4
(

�∗
1000

)1.64
�∗ ≥ 1800 < N >= 33

(
�∗
1000

)2.35
.

(2.10)

For completeness it is mentioned, that for the regime of �∗ between 105 and 106 a
deviation from Hagena’s law was proposed [39],

< N >= 100

(
�∗

1000

)1.8

. (2.11)

The cluster sizes in this experiment reach and exceed this regime. The obtained size
distributions will be discussed in Sect. 3.3.

Cluster parameters of the experiment: Typical values of the parameter sets used
in this experiment are summarized in Table2.2. Such extreme expansion parameters
are only possible in pulsed operation of the cluster beam because of the otherwise
high gas load. FLASH light pulses as short as 100 fs are used at a repetition rate of
5Hz. Thus, a great amount of pump load can be saved by opening the nozzle only
5 times per second using a pulsed valve. A solenoid driven valve (Parker 99 series
[40]) as illustrated in Fig. 2.13a is mounted on a cryostat [41, 43].

To ensure stable expansion conditions, the opening time of the valve was typically
set to 3ms in our experiments. This is in good agreement with Rayleigh scattering
measurements with the same valve type displayed in Fig. 2.13b [42]. There, a plateau
was only found for valve opening times of 3ms or longer. However, the cluster beam
conditions changing with the timing of the light pulse in respect to the opening of
the nozzle valve have been investigated in more detail in this work, as presented in
Sect. 3.3.2. The analysis of the scattering measurements for different valve trigger
delays revealed a sharper rise of the cluster pulse (cf. Fig. 3.11a) with a formation of
a plateau within less than 1ms.

http://dx.doi.org/10.1007/978-3-319-28649-5_3
http://dx.doi.org/10.1007/978-3-319-28649-5_3
http://dx.doi.org/10.1007/978-3-319-28649-5_3
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Table 2.2 Typical parameters used for cluster generation

Parameter name Typical values of our experiment

Nozzle d, θ, deq 200µm, 4◦, 2mm

Gas Xenon

p0 8bar

T0 220K

pback in expansion chamber ≈5 × 10−3 mbar

pback in diff. pump. stage ≈5 × 10−5 mbar

pback in interaction chamber ≈5 × 10−7 mbar

First skimmer (upstream) ≈50◦ cone, 0.5mm diameter

Second skimmer (downstream) ≈50◦ cone, 1mm diameter

Valve opening time 3–8ms

Fig. 2.13 a Function principle of the used solenoid valve (Parker 99 series [40]). Taken from [41].
Gas with a certain pressure and temperature fills the stagnation chamber. A magnetic cylinder with
a sealing poppet is pressed by a spring into the nozzle throat. The solenoid pulls the cylinder with
the poppet back, following a pulse trigger. Gas expands through the nozzle and may condense to
clusters. b Time resolved Rayleigh scattering signal for different valve opening times [42]. The
formation of a plateau was observed only for opening times longer than 2ms

2.2.3 Detection of Scattered Light

The detection system for elastically scattered photons is the key component of the
experiment. The position resolving area detector consists of a large-areamultichannel
plate (MCP) and a phosphor screen. Both have a 3mm center hole for the exiting
beam. A sketch of the detector is shown in Fig. 2.14a [44].

Multichannel plate: The working principle of a multichannel plate is sketched in
Fig. 2.14b. An MCP can be understood as an array of miniature electron multipliers
[45]. A plate with small, parallel channels is made from lead glass and coated with
a material optimized for secondary electron emission (p.e. CsI). Between front and
back of the plate, which aremetal coated for electrical contact, a potential in the order
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Fig. 2.14 Scattering detector a Large area MCP-phosphor stack with center hole. From [44] b
function principle of amultichannel plate for photon detection. An incoming photon ejects electrons
from the channelwall. The signal is amplified in a cascade of secondary ionization processes through
the channel. c Side viewof the detector geometry. The detection angle is limited to 11◦ by the shadow
from the ion spectrometer electrodes. In vertical direction the diameter of the scattering detector of
75mm defines the maximal scattering angle of 31◦

of 1000 V is applied. Incoming photons result in the emission of electrons from the
channel walls which are multiplied along the channel. The channels of this specific
detector have a diameter of 25µmwith a 32µm spacing between two channels and a
length to diameter ratio of 60 [44]. Their axis are tilted by an angle of 8◦ to the normal
on the MCP input surface and two multichannel plates are stacked on each other in
a so-called Chevron configuration [46]. This enhances the yield and minimizes the
chance for secondary ions to drift from the back to the front and disturb the signal.

Phosphor screen: The electron avalanche exiting the back side of the back MCP
is further accelerated towards a phosphor screen and transformed into an optical
signal. P20-type phosphor is applied on a fiberoptic plate for obtaining high spatial
resolution. It emits green light around 550nm wavelength with a decay time in the
µs range. The visible image on the screen is then recorded by an out-of-vacuum
CCD-camera. The linearity and efficiency flatness of this detector are discussed in
the appendix to this thesis.

A hole in the center of the detector is necessary to guide the FEL beam out of
the interaction region. It leads to an inactive area in the center of the detector with
a diameter of about 4mm. Such an insensitive area is common to all kinds of small
angle scattering experiments.
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Detector geometry: The arrangement of detectors in the current setup has been
displayed in Fig. 2.9. A sketch of the geometry with distances and angles is depicted
in Fig. 2.14c. The scattering detector is placed 61.6mmbehind the interaction region.
The electrodes of the time-of flight spectrometer with a diameter of 60mm at 12mm
distance to each other cast a characteristic shadow on the scattering detector. With
a diameter of 75mm of the sensitive area and an inactive diameter of 4mm, the
scattering detector covers a scattering angle horizontally from about 3 to 31◦, and
vertically up to 11◦. The scattering patterns visible on the phosphor screen are coupled
out of the top flange by a 45◦ mirror with a center hole which is optimized to the
oblong form of the patterns.

Reduction of ion signal and straylight: Besides elastically scattered photons, also
high kinetic electrons and ions fly towards the scattering detector. They can add
unwanted noise to the scattering signal or even completely bury it. Therefore the
front of the MCP is biased with a high negative voltage, which slows down the
electrons or pushes them away. In addition, by fast-switching the MCP voltage off
early after the pulse, the photon measurement can be finished before the charged
particles arrive. This method is referred to as gating. In this experiment, it was even
possible to run theMCP in a constantmode and gatemost part of the charged particles
away by triggering the CCD camera adequately.

Already a single direct hit of the almost focussed FEL beam could seriously
damage the scattering detector. While the adjustment operations as described in
Sect. 2.2.4 were carried out, the MCP had to be covered with a solid screen plate.
Final adjustment stepswere takenwithout the screen using a gradually less attenuated
beam. A well adjusted set of straylight apertures defined and guided the beam during
operation, also protecting the system in case of slight movements of the FEL beam.

2.2.4 Ion Detection

In the first paragraph of this section the basic experimental principles of ion time-
of-flight spectroscopy are described. The second paragraph will then summarize
characteristics of the spectrometer used in this experiment. In the third paragraph,
the procedure for optimizing the overlap of the laser and the cluster beam at highest
power density using the time of flight spectrometer is discussed.

Time-of-flight spectrometer: For ion detection a time-of-flight (tof) mass spec-
trometer was implemented in the setup, which is displayed in Fig. 2.9. A system of
electrodes accelerates and guides the ions produced in the interaction region towards
a time resolving detector. The mass-over-charge ratio of the ions and their initial
kinetic energy are determined by their flight time.

A tof spectrometer with a single acceleration stage is used in our setup, as depicted
in Fig. 2.15a. The created ions are accelerated over a distance d1 by a voltage Uacc

applied between two plates. The ions reach a velocity v1 which depends in first
approximation only on their mass and charge. Through an aperture or a mesh, they
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enter the field-free drift region of length d2, where their different velocities lead to
an increasing difference in time of flight and thus to a better resolution. By solving
the equation of motion in the acceleration region for t1, the moment when the ions
enter the drift tube, one obtains

t1 =
√
4d 2

1

Uacc
· m

q
.

v1 can be calculated to

v1 = a · t1 =
√

Uacc · q

m
.

The time t2 the ions need to pass the drift region with constant velocity is

t2 = d2
v1

=
√

d 2
2

Uacc
· m

q
.

As a result, the overall time of flight can be calculated to

to f = t1 + t2 =
√

m

q
· 2d1 + d2√

Uacc
= const ·

√
m

q
. (2.12)

Bipolar TOF: Figure2.15a displays a scheme of the “bipolar tof” spectrometer,
which has been used in this setup. A sketch of the detector mounted on a CF63 flange
is displayed in Fig. 2.15b and an image of its components is shown in Fig. 2.15c.

Ions created in the interaction region are accelerated by a voltage of 500V over
a distance d1 = 6mm before they enter the grounded drift tube through an aperture
with 1.7mm in diameter. The aperture opening is comparable to the Rayleigh length
of the FEL focus in the order of 1mm, restricting the interaction volume to the region
of highest power density.

After a drift distance d2 = 142mm the ions pass a mesh and are then post-
accelerated over a very small distance towards an MCP to enhance detection effi-
ciency. The energy of the ion impact on the MCP plate is transformed into an
avalanche of electrons, as explained in the last section, cf. Fig. 2.14b. For ion mea-
surements the MCP detection probability and the signal intensity in general depend
upon the atomic mass, the charge and impact kinetic energy of the ions [47]. For
xenon ions with kinetic energies of at least 3.1keV (cf. voltages in Fig. 2.15a), the
detection probability is one, as every ion reaching the MCP ejects several electrons
[47]. However, the output signal of the MCP will depend on the number of electrons
ejected until at a certain point saturation is reached. Fig. 2.16 displays efficiency
curves as a function of ion mass for different impact energies, calculated and mea-
sured for carbon based molecules. The curves for xenon might differ, but a first-order
estimation can be done based on this graph. The ion with lowest efficiency in the
current experiment, Xe1+ is indicated in blue. For an acceleration of (0.5+ 2.6)keV
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Fig. 2.15 Bipolar tof a scheme of ion tof spectrometerwith bipolar detector and operation voltages.
b Draft of the bipolar detector mounted on a CF63 flange. c Components of the bipolar detector
assembly. d Coordinate system of the experiment (see text)

the MCP is already operating close to saturation and the signal from ions with finite
initial kinetic energy and higher charge states will be amplified evenmore. Therefore,
to simplify the discussion in Sect. 3.4 the MCP detection efficiency will be assumed
to be in saturation.

The electron pulse is subsequently accelerated towards the scintillator. A fast
photodiode detects the sparks on the scintillator. This signal is coupled out by a
potential divider, digitized and stored on a PC. Therefore the digital transient recorder
Acquiris [48] is used, providing high-speed signal measurement with a temporal
resolution of up to 250ps and 8gigasamples per second.

Possible limitations of the mass resolution of a time of flight spectrometer consist
in the resolution of the fast ion detector itself, the size of the interaction region and
the initial kinetic energies of the ions. By choosing suitable electrode geometries
and voltages or by using more than one acceleration stage, the resolution can be
optimized to time-focus ions with the same m

q but different points of birth or initial
kinetic energy, respectively. This is for example realized for experiments with an
extended interaction region in the so called Wiley–McLaren configuration [49].

In contrast, the specific spectrometer used in this experiment was designed in a
non-Wiley–McLaren configuration. Thereby, initial kinetic energy distributions of
the cluster ions can be resolved (cf. Sect. 3.4).

http://dx.doi.org/10.1007/978-3-319-28649-5_3
http://dx.doi.org/10.1007/978-3-319-28649-5_3
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Fig. 2.16 MCP efficiency curves as a function of ionmass for different impact energies on theMCP
[47]. The lines are calculated efficiency curves, the points are measurements for carbon clusters.
In principle the curves might differ for different atomic species. For a simplified estimation, singly
charged xenon is indicated in blue. Without initial kinetic energy, the Xe1+ will impact with 3kV
energy, i.e. at 70% efficiency. The signal from higher kinetic energies and charge states will be
amplified more

At the smallest focal waist already a very sharp spatial distribution is obtained.
However, the broadening of the ion signal for positions far away from the smallest
focus diameter can be observed in Fig. 2.17b in the smeared-out structure of the Xe2+
signal far away from from the focal waist (green spectrum).

From Fig. 2.17, a mass resolution �m
m of 285 can be calculated from the width

of 132Xe2+ of 0.23u. Thus, with the bipolar tof, in the focus of the FEL beam the
isotope structure of xenon can be fully resolved.

Focus optimization and characterization: The interaction region is defined by the
overlap between cluster beam and FEL focus. This requires a couple of optimization
procedures for which the ion spectrometer is used. At the end of the optimization
process, a characterization of the focal power density is carried out using the tof
spectrometer.

In this paragraph, optimization and characterization procedures are explained by
using a left-handed coordinate system as displayed in Fig. 2.15d: x is set on the axis
of cluster beam, y lies on the axis of tof-spectrometer, and z is equivalent to the FEL
axis. The interaction region has to be adjusted to the position of the tof aperture and
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Fig. 2.17 a Time-of-flight spectra of xenon and residual gas atoms for different z-positions of the
chamber along the FEL axis. b Xenon 2+. For positions far away from the smallest focal waist, the
increased focal volume results in a poor resolution. c Position of highest power densities is defined
as z = 0mm. Here, xenon charge states up to 13+ are observed. d Higher charge states of oxygen
from the residual gas up to O5+ also indicate highest power density for the black curve

the cluster beam alignment. The alignment procedure for the FEL beam is therefore
carried out in three steps:

1. Optimize the position of the FEL beam relative to the tof aperture in x direction.
Ions from background gas, such as water become apparent in the ion spectrum
when the FEL beam is located below the tof aperture.

2. Adjust the hight of the FEL beam to overlap with the cluster beam. The optimal
position is found by optimizing on cluster specific signal as singly charged xenon
ions.

3. Optimize the focal power density by shifting the FEL focus in respect to the
spectrometer along the z axis. Optimization is done by scanning for nonlinear
charge states, for example of xenon gas, i.e. charge states > Xe6+ which can not
be reached with single photon processes [50].

All three steps require a relative movement of the beam to the interaction region.
This experiment was carried out in the beamline focus of BL2 at FLASH, which
can not be easily moved. It is more practicable to move the experimental chamber
around the FEL beam. Therefore the chamber is equipped with motorized bearings.
However, in experiments using a back-focussing multilayer mirror as [28, 29], the
mirror was tilted or moved along the beam axis.
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The results of the focus scan for optimizing the setup in advance to the mea-
surements for this work are displayed in Fig. 2.17. The spectra of atomic xenon for
different z-positions reveal the position of the black curve to be at highest focal
power density. Higher charge states of oxygen from the residual gas up to O5+ also
indicate highest power density at this position, which is therefore defined as z = 0. A
maximum charge state of 13+ for xenon was detected which indicates a focal power
density of ∼5 × 1014 W

cm2 [50]. With a pulse energy of 150µJ, a focus diameter
of 20µm can be calculated. However, it is important to note, that the actual pulse
duration in the experiment of 100 fs was about a factor of 5 longer than in the cited
reference. This can lead to equally high charge states at lower power densities as the
photon flux is higher.
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Chapter 3
Results and Discussion: Imaging and Ion
Spectroscopy of Single Large Xenon Clusters

3.1 Introduction

The results of this thesis are quite diverse and related to different aspects of clus-
ter properties, their interaction with high intensity XUV pulses, and the dynamics
of this interaction. In order to investigate these aspects, a combined scattering and
spectroscopy approach was used. The two methods, imaging and ion spectroscopy,
are sensitive to different parameters and address different timescales, as sketched in
Fig. 3.1. Elastic light scattering (Fig. 3.1a) is an instantaneous process. The photons
are scattered by electrons, either bound to atoms or quasi-free in the nanoplasma.
Thus, information about both, the initial state of the clusters and changes in the clus-
ters during the interaction on a femtosecond timescale are encoded in the scattering
patterns. On the other hand, ion spectroscopy (Fig. 3.1b) can yield complementary
information on the interaction process. The ion spectra are a result of ionization and
recombination. The kinetic energy distributions give insight into charge distributions
and expansion processes, taking place on a timescale of nanoseconds.

The high intensities provided by the FEL pulses makes it possible to carry out
such measurements on a single cluster in a single pulse. This offers great advantages
compared to virtually all previous studies on rare gas clusters, where ensembles of
clusters have been probed. An overview of such experiments is given in Sect. 1.4.3.
An ensemble consists of a large number of clusters with different sizes which are
irradiated by the whole focal intensity profile. Therefore size and power density
dependent effects are considerably blurred by the distributions involved. The results
from a theoretical study [1] exemplifying the effects of size and power density dis-
tributions on the spectra are displayed in Fig. 3.2. The kinetic energy distributions of
ions (KEDI) from Coulomb exploding clusters were calculated by stepwise includ-
ing the effects of laser profile and size distribution. The characteristic features of a
positive slope and a clear cut off energy, visible in Fig. 3.2a, are almost completely
washed out in the resulting distribution in Fig. 3.2d.
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Fig. 3.1 Simultaneous imaging and ion mass spectrometry gives access to different timescales
within one experiment. a From the scattering pattern of a single cluster, its size and shape before
the interaction can be deduced. Also electronic changes of the particle during the interaction with
the pulse, i.e. on a femtosecond timescale, are encoded in the scattered light. b The ion spectra of a
single cluster yield insight in the interplay of ionization, recombination and expansion, taking place
on a timescale up to nanoseconds

Fig. 3.2 The kinetic energy distributions of the ions (KEDI) in Coulomb exploding clusters are
calculated (a) and the effects of laser profile (b) and size distribution (c) included (d accounts for
both). Even though some features remain, the characteristic structure smears out. From [1]

Within this thesis it was possible for the first time to produce and study single
xenon clusters with radii of several hundreds of nanometers. Such large clusters are
interesting objects for several reasons. First, these systems yield a strong and thus
meaningful scattering and ion signal even in single particle mode because of the
high number of contributing atoms. Second, for xenon at a photon energy of 90eV,
the typical length scales of the interaction, such as the penetration depth of the
light, are considerably smaller than the particle diameter. Therefore, they appear as
radial inhomogeneities in the ionization dynamics and can be investigated. Third,
information on radially changing properties can be retrieved from the scattering
patterns, as the clusters are a factor of 10–100 bigger than the wavelength and signal
up to high q-values is visible in the images.

In this chapter, results on single large xenon clusters are presented in the fol-
lowing order: In Sect. 3.2, important properties and requirements of the statistics of
single cluster experiments are discussed and the structure of the data and pre-analysis
procedures are described. A systematic characterization of the morphology of large
xenon clusters including new findings on the growth process and the time structure
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of pulsed jets are presented in Sect. 3.3. The interaction of single XUV pulses with
the large clusters is analyzed in Sects. 3.4 and 3.5. The ion spectra (3.4) give evidence
for highly charged ions being ejected from the surface of an otherwise quasi-neutral
and efficiently recombining cluster plasma. The corresponding size selected scat-
tering patterns (3.5) reveal intensity dependent modulations in the scattering signal.
They can be traced back to the presence of a refractive core-shell system during the
interaction.

3.2 Measurements in Single-Particle Mode

3.2.1 Statistics in Single-Particle Mode

Studying individual particles implies a number of requirements on sample prepara-
tion and measurement statistics as well as on data acquisition and analysis. Single-
particle mode is experimentally achieved by skimming the cluster beam down, until
a large fraction of the shots produce no scattering signal. Then bright scattering pat-
terns will show only one single cluster with a high probability. Such data points with
bright patterns are referred to as hits in the following discussion.

The term single-cluster mode has been introduced in [2] for an exemplary data
set of 500 scattering patterns of single clusters, as displayed in Fig. 3.3. The clusters
were produced at a stagnation pressure of 14 bar xenon gas and a temperature of
220 K. Here, the average number of photons per pixel on the scattering detector is
plotted for every pulse of this data set. Only 34 bright patterns out of 500 shots peak
out of the background noise (7% hits), clearly indicating single-cluster mode. The
threshold to discriminate between a hit and background noise (red line in Fig. 3.3)
was set to 0.05 scattered photon per pixel, which is high above the noise level.

In every experiment and at every new set of pressure and temperature settings,
single-cluster mode settings have to be reestablished, as the number of clusters per
volume depends on the expansion parameters. The limit of single cluster mode is
somewhat arbitrary, but as a basic rule, up to a ratio of 30% bright patterns, a data
run can be considered to be in single cluster mode. From the Poisson distribution,
the probability for two clusters in the focus can then be calculated to 1/6 of the

Fig. 3.3 The average scattered light per pulse in an exemplary data set of 500 shots indicates
single-cluster mode. The red line constitutes the threshold between hits and the background noise
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bright patterns. Newton Rings as another signature for leaving single cluster mode
are discussed at the end of this section.

In a single-particle experiment, in principle every hit may be considered a whole
data set. Nevertheless, the requirements on data acquisition time for each parameter
set rise compared to experiments on ensembles. This is because the comparability of
the hits among each other is lost with poor statistics. In other words, the number of
hits at one distinct cluster size has to be high enough to map the whole focus profile.
Only if sufficient hits at different intensities are available in such a data set, intensity
dependent evolutions become visible and unambiguous. The power densities the
individual similarly sized clusters were exposed to can be assigned by normalizing
the brightest hit with the maximal focal power density and allocating the others
relatively to it. By carefully comparing hits from clusters exposed to similar power
density, deviations due to artifacts can be identified.

The demanding requirements to measurement statistics are particularly valid for
pump-probe experiments, where fluctuations in intensity and overlap of both pulses
have to be considered additionally.

In the beamtime in July 2011, approximately 0.5 million single shots were
acquired. All data obtained with a single XUV pulse (pump-probe data using XUV
double pulses excluded) contain together only about 1000 scattering patterns of sin-
gle clusters with an assignable cluster size (cf. Sect. 3.3.1). For larger clusters with a
radius R > 60nm, the best statistics were obtained around 400nm. This data set of
about 100 hits with R = 400 ± 50nm constitutes the basis of the detailed analysis
of intensity dependent evolutions in ion spectra and scattering patterns, cf. Sects. 3.4
and 3.5, respectively.

3.2.2 Data Acquisition and Processing

The data in this experiment consist of single events with several different coincident
measurements belonging to each event. In particular a scattering pattern, the cor-
responding ion spectrum and further experimental parameters, such as FEL pulse
energy or gain settings of the detectors have to be combined. They are stored on
a shot-to-shot basis together with a unique pulse identifier, the so called bunch-ID,
with the data acquisition program FoxIT [3]. Already one single event sums up to
a considerable amount of data. Further, the data structure varies from a 2D matrix
with 1394× 1040 pixel from the CCD camera, over 1D vectors from the Acquiris
with 20,000 to 40,000 elements to single values in case of the meta-data. In order to
manage these large volumes of data of different type, a special data format, HDF5,
is used [4].

The data files created have the structure of a folder with subfolders, with one file
for each experimental run. Constant settings are written into a header folder and the
shot folders contain a consecutive Acquiris ID number, four acquiris channels, a 16
bit CCD image, a consecutive CCD ID number and the bunch-ID. For the analysis
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presented in this thesis, Matlab based analysis algorithms were used to handle and
sort the data.

Successful analysis strategies for data from simultaneous imaging and ion spec-
troscopy experiments on single clusters have proven to be a combination of manually
evaluating unprocessed data and applying appropriate filter algorithms. In a pre-
analysis step, all data is automatically catalogued for distinct criteria. In particular,
those criteria are

• total intensity on the scattering detector
• total intensities of detector sections at small and large scattering angles
• intensity of the scattered light peak in the ion time-of-flight spectra
• intensity of the Xe+ peak in the ion time-of-flight spectra
• integrated intensity in the ion time-of-flight spectra from higher Xe charge states

Those parameters are stored for each shot in run matrices. In subsequent analysis
steps, filter algorithms scan the runmatrices for hits, which can be defined as different
combinations of parameters.

For all hits radial profiles are extracted from the scattering patterns. They are
smoothed and scanned for local maxima and minima to determine the cluster size.
Especially here, iterative manual checks of the results and subsequent adaption of
the filter parameters are essential.

3.2.3 The Limit of Single Particle Mode: Newton Rings

In the transition region between pure single-particle mode and measurements on
ensembles of clusters, more and more frequently a fine structure appears in the scat-
tering patterns. Due to the resemblance with the interference effect known from
almost parallel refracting surfaces, this structure is called Newton rings. The occur-
rence probability for Newton rings strongly depends on the cluster density in the
focal volume and thus on the chosen expansion parameters and the skimmer slit
opening. Therefore their appearance is an indication for leaving single cluster mode.

An example of such a Newton ring pattern is displayed in Fig. 3.4b. The formation
of Newton rings is sketched in Fig. 3.4a. When two clusters, one after the other, are
illuminated at a certain distance, Newton rings superimpose the basic scattering
pattern alongside the axis that intersects both clusters.

These Newton rings allow for extracting three dimensional structural information
out of a single scattering pattern. The center position of the Newton rings represents
the orientation of the cluster axis with respect to the incoming beam, while the
separation of both clusters can be determined from the distance of the fringes.

The emergence of the typical interference structure of Newton rings with increas-
ing distance between both clusters can be traced in Fig. 3.4c. Simulated scattering
patterns of two clusters at an angle of 10◦ between FEL beam and cluster axis
(80◦ between cluster axis and scattering plane) exhibit finer and finer interference
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Fig. 3.4 Newton rings a The scattered light of two clusters, one after the other, in micrometer
distance interferes. b Experimental scattering pattern with Newton rings. c Simulated scattering
patterns for two clusters one after the other with increasing distance, see also [2]

fringes with increasing distance between both particles. For all calculations of three
dimensional configurations of two spherical particles in this work (Figs. 3.4c, 3.5 and
3.8a), the simulation program ClusScat8 was used. ClusScat8 is an adapted version
of the programClusScat3 [5]. It is based on a numerical approach with a Guinier-like
scalar approximation of the scattering process from an arrangement of point scatter-
ers. By matching experimental patterns with simulated ones, the three dimensional
configuration of clusters in the focus can be retrieved.

Fig. 3.5 Measured and simulated scattering patterns superimposed with Newton rings and addi-
tional structures due to the Moirée effect from the pixels of the camera. The simulation parameters
for the calculated pattern are R = 330nm, � = 6◦, d = 70µm and a pixel size of 69 µm
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Throughout all data, Newton rings appear only at small scattering angles. This
provides a direct evidence of the short coherence length of the light from the SASE
driven FLASH-FEL. The scattering waves of two clusters can only interfere if the
path difference for the scattered light from both clusters remains within the coher-
ence length. The coherence time of FLASH has been determined to be 4.2 fs [6].
Autocorrelation measurements with the split and delay unit available at FLASH
[7, 8] show it to be less than 6 fs. A value of 4.2 fs would allow a path difference
for the scattered light of both clusters of maximal 1.3 µm before interference is lost.
Therefore the observation of Newton rings is limited either to small angles between
the cluster axis and FEL beam or short distance between both clusters, respectively.

In Fig. 3.5 a match of experimental and simulated pattern is displayed. The exper-
imental scattering pattern exhibits a Newton ring structure with the center on the
lower left side center hole of the detector. On the upper right side of the center hole,
a second, weaker and slightly distorted structure can be seen. This structure is due
to the Moirée-effect from the pixels of the CCD camera. As the simulation program
calculates the scattering pattern pixel by pixel, it also reproduces those Moirée pat-
terns. The simulation shown in Fig. 3.5 was calculated for a cluster radius of 330nm,
an angle between cluster axis and FEL axis of 6◦, a distance between both clusters of
70 µm and a pixel size of 69 µm. Also because of the short coherence time, Moirée
structures as in Fig. 3.5, which should appear in every Newton-Ring pattern, remain
very rare. Throughout all data of this work, only three patterns were obtained. All
three examples revealed the Moirée structures at very small scattering angles, how-
ever, symmetry to the center position of the pattern, as observed in Fig. 3.5, is not a
necessary condition.

3.3 Information on Cluster Morphology in Single Cluster
Scattering Patterns

In this experiments rare gas clusters are used as ideal model systems for studying
light-matter interaction. They are easy to produce, size scalable, and their simple
electronic structure makes them preferable for theoretical approaches: single atoms
with either few or many electrons are bound by the non-directional, weak van-der-
Waals force. Rare gas clusters are also assumed to have a rather simple geometrical
structure of icosahedra in the case of small clusters (N < 800) [9] which grow into
spheroidal particles with an fcc lattice with increasing size [10].

Imaging single clusters in highly intense short-wavelength pulses has now enabled
us to gather more direct information on size distributions, cluster morphology and
growth processes. From the scattering patterns we can extract the shape and size of a
single cluster. On the one hand, this leads to better characterization of the system and
thus enables correct interpretation of the data. On the other hand, deeper insight into
the formation of clusters has led to the advancement of experimentally accessible
parameters.
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The used wavelength at FLASH of 13.5nm constitutes the resolution limit for
imaging, therefore only large clusters are suitable for this type of experiment. This
requirement has pushed the use of more extreme nozzle forms and expansion para-
meters in our experiment. Meanwhile for the production of rare gas clusters, a size
range up to 1 µm has become accessible.

The changing shape of clusters from spherical via twin- and triple-structured
to hailstone-like particles with increasing diameter is discussed in Sect. 3.3.1. A
deeper understanding of the structural development is gained by detailed studies of
simulated twin-patterns. The comparison of experimental scattering patterns with
matching calculated images demonstrates that the scattering patterns are snapshots
of cluster growth.

The formation of such giant clusters appears to be related to the pulse shape of
pulsed jets. The observed size distributions in the cluster pulse at different times after
the valve opening and possible explanations for the emergence of cluster sizes far
above known scaling laws [11] are discussed in Sect. 3.3.2.

3.3.1 The Shape of Clusters Changing with Size

Awide diversity of structures can be found in the scattering patterns of xenon clusters.
In Fig. 3.6 a selection of scattering patterns from the whole size range is presented.

As the scattering process is basically equivalent to the Fourier transform of a real
space object, the angular distribution of the scattered electromagnetic wave contains
the structure of the imaged particle. But only the averaged intensity distribution of
the scattering pattern is measured and the phase information is lost in the detection
process. Approaches exist to retrieve the phase from the scattering pattern by iterative
algorithms, referred to as reconstruction [12]. The disadvantage of this method is
that the computational procedure is complex and by nomeans successful for all kinds
of scattering patterns. In the case of the patterns displayed in Fig. 3.6 the greatest
difficulty consists in the large insensitive area at small scattering angles and the
restricted measured solid angle.

In the framework of this thesis another approach was taken: By systematically
sorting and classifying the images and carefully comparing themwith simulated scat-
tering patterns, successively a more profound understanding of the cluster structure
and its development with size could be gained [2].

The most simple and thus easiest analyzable structures are concentric rings result-
ing from spherical clusters. Examples thereof are displayed in Fig. 3.6a–c, g. Analog
to the diffraction image of a pin hole, the cluster size can be retrieved from the
position of the maxima and minima. Up to 100nm radius concentric rings are the
structure with highest abundance. At R ≈ 50nm about 3

4 of all clusters are almost
spherical.

It is important to note, that the term spherical is not unambiguous here and directly
connected to the cluster size dependent resolution of the scattering images, as illus-
trated in Fig. 3.7. The structural information is encoded in the pattern inverse to the
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Fig. 3.6 Selection of scattering patterns of all shapes from single clusters in the size range of
R = 30 to 700nm. a–c Smooth ring structures appear up to R = 200nm, indicating approximately
spherical shape. d, e 10 to 30% of all single cluster patterns in the size range up to 100nm exhibit
twin structure [2]. f Very rare pattern of a triple cluster of about 50nm radius. g–j For larger
clusters (R = 150–300nm) a transition from spherical via twin and triple structures towards more
complicated particles is observed. k, l Large clusters from 300nm up to and exceeding R = 700nm
radius exhibit complicated patterns indicating a hailstone-like grainy substructure

Fig. 3.7 The meaning of “spherical”. a A round mask with a diameter of 100 pixels, i.e. a surface
roughness of 1% of the diameter, is the basis of a simulated scattering pattern. b At low q-values
the particle appears to be perfectly spherical, the innermost nine rings are smoothly round. c At
high q values, speckles are the evidence of the surface structure

scattering angle, or more precisely to the momentum transfer q of the elastic scatter-
ing process. In the central part of the image, the overall shape and size are contained.
Substructures in the particle such as surface roughness correspond to the structure
of higher maxima of the scattering pattern. The concrete example in Fig. 3.7 shows
a round particle with a finite surface roughness by means of a round mask with 100
pixels in diameter. In this case the surface roughness is defined by the pixel size.
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The innermost 9 rings of the 2D fourier transformation, as displayed in the middle
panel appear to be perfectly round. In contrast, the outer part of the pattern in the
right panel exhibits speckles which give evidence of the surface structure.

Therefore, in the case of clusters of up to 100nm in radius, only strong deviations
from the spherical form can be observed in the current experiment, where only small
scattering angles have been measured. The scattering patterns which deviate from
a purely round shape, can be identified as twin clusters, i.e. two spherical clusters
sticking to each other. Coagulation, i.e. collision of smaller clusters which merge
into a bigger cluster, is known to be the leading growth process for large clusters
(cf. Sect. 2.2.2). Before imaging of single clusters became accessible it was not
known whether the newly formed, bigger cluster could relax into the ground-state
geometry of a sphere or if an intermediate dumbbell-shaped state would freeze out.
The observed twin patterns range from the well known double slit image displayed
in Fig. 3.6d, over all kinds of variations like Fig. 3.6e up to only slightly distorted
spheres as Fig. 3.6g. An extremely rare structure in the size range of 50nm radius are
triple clusters, i.e. three particles sticking to each other, the only clearly identified
triple cluster in the data of this thesis is shown in Fig. 3.6f.

The assignment of structures is supported by systematic simulations of twin pat-
terns [2]. The simulated patterns are calculated from systematic variations of three-
and two-dimensional structures. By careful comparison with the measured scattering
patterns, the cluster configurations can be determined. Virtually all detected patterns
can be explained by simulations that allow for three degrees of freedom:

1. orientation of the two cluster centerswith respect to the scattering plane (Fig. 3.8a)
2. distance between two cluster centers, i.e. degree of fusion (Fig. 3.8b)
3. size ratio of both particles (Fig. 3.8c)

Starting point for all subsequent discussions is the simple case of the symmetric
double slit (or more precisely double-pinhole), which can be found several times
in the data. One example of the characteristic structure is given in Fig. 3.6d, which
stems from two similarly sized clusters in direct contact, oriented perpendicular to
the FEL axis.

The influence on the scattering patterns of changing sizes and merging ratios of
two clusters can be gained in rather basic simulations by Fourier transforming 2D
projections of the twin clusters (Fig. 3.8b, c). However, the effect of different angles
� between the axis of the twin and the scattering plane has to be calculated with a
3D simulation. Here the same program as for the Newton rings is used, a Guinier-
based scalar approximation of the scattering process (cf. Sect. 3.2.3, [5]). Figure3.8a
displays the changes in the scattering pattern of two equally sized clusters in direct
contact at a rotation out of the scattering plane of � = 0◦, 55◦, 70◦ and 80◦. The
straight fringes of the double-slit-like pattern at 0◦ are bent until the dumbbell axis
intersects the detector plane and reveals their nature as destructive interference rings
around the cluster axis.

Scattering patterns of twin clusters which differ from the case of the simple double
slit can be simulated by allowing different radii R1 �= R2 of the two particles and
different degree of fusion, i.e. shrinking distance between the centers of the two

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Fig. 3.8 a Simulated scattering patterns of twin clusters for different orientations in respect to the
scattering plane. Two spheres of equal size in direct contact are simulated for 0◦ (double-pinhole
case), 55◦, 70◦ and 80◦. b Different degrees of merging are modeled by Fourier transforming 2D
outlines of two equally sized spheres with shrinking distance between their centers. The 2D outlines
are displayed in the upper left corner of each pattern. c Different size ratios of the two clusters are
again modeled by Fourier transforming 2D outlines of two spheres with different size in direct
contact

particles d < R1 + R2. Simulations of examples for both cases are displayed in
Fig. 3.8b, c. In the upper left corner of the patterns, the 2D projections are shown on
which the calculations were based. In the limits of (b) R2 → 0 and (c) d → 0 both
cases would end up in the well known ring pattern of a spherical single cluster.

While approaching this limit, in both situations the clearly defined maxima and
minima of the sidelobes tend to smear out. In the case of fusion this develops from
center to outer rings as can be followed in Fig. 3.8b where only the outermost rings
reveal facets.

In contrast, for the case of different sizes the substructure differs from ring to
ring, depending on the size ratio of the two spheres and the subsequent interference.
At a size ratio of R1/R2 = 3, displayed in the last simulation of Fig. 3.8c, the third
ring is rather homogeneous while the second and third maximum show pronounced
substructure.

Based on these studies, an attempt can be made to find matches for experimental
scattering patterns and thus to identify the underlying particle structure. A selection
of experimental twin patterns is displayed in the first row of Fig. 3.9. Those patterns
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Fig. 3.9 Comparison of experimental and simulated patterns of twin clusters. By allowing for
different sizes and degree of merging, the experimentally obtained twin patterns in the first row
can be matched with simulated ones, as displayed in the second row. The outlines used for the
simulations are presented in the third row.Different degrees ofmerging from direct contact to almost
spherical indicate that the scattering patterns are snapshots of the cluster growth by coagulation,
where nonspherical shapes can freeze out

have been measured in a previous experiment [2], where smaller scattering detectors
were used [13].

A comparison with the simulated patterns shows that a very good agreement can
be obtained and that the fine structure is reproduced when size and degree of fusion
are taken into account (middle row of Fig. 3.9). The black and white masks with
the outline of the particles used for the Fourier transformations are displayed in
the third row of Fig. 3.9. From the finding of various degrees of fusion from two
clusters in direct contact to one slightly non-spherical structure it can be concluded,
that interstages of the cluster growing process driven by coagulation of particles can
freeze out and can be detected milliseconds after the expansion process.

This trend continues towards larger cluster sizes. More and more clusters aggre-
gate and form bigger clusters without relaxing into spherical ground state. Up to a
radius of 200nm, spherical clusters do exist, however, the pattern shown in Fig. 3.6c
is the largest spherical cluster found in all data. In the size range of 100–300nm, some
patterns exhibit a symmetry, which indicates a twin (Fig. 3.6h) or triple (Fig. 3.6i)
structure. However, most patterns have a more complicated substructure in the inter-
ference maxima, which can not be identified by simple symmetries. In their grainy
substructure, those clusters resemble hailstones and are therefore referred to as such.

Systematical simulations of all possible degrees of freedom already meet their
limit at a particle number of n = 3, in particular because virtually all systems have
3D structures which can be no longer approximated by 2D projections.

Therefore, simulated patterns for the more complicated structures f, k and l of
Fig. 3.6 from 2D masks as displayed in Fig. 3.10 hardly yield good matches. While
the simulation of the twin and triple clusters are in reasonably good agreement
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Fig. 3.10 Comparison of experimental and simulated patterns of twin, triple and hailstone struc-
tures. The middle row displays the outlines, which were used for the simulation. See text for details

with the experimental pattern, the simulations for the hailstones yield only the main
features but thereby can give an idea of the particles’ structure. The hailstone in
the third row of Fig. 3.10 has a radius of approximately 600nm. While cluster sizes
up to 700nm radius can be still determined, for clusters exceeding this size the ring
spacings get too fine and can not be resolved any more. Therefore the giant cluster
in the last row of Fig. 3.10 can only be estimated to have a radius in the µm range. It
is interesting to note, that maximal deviations of the overall shape from the spherical
case appears around 50nm radius with their twin and triple structure. In contrast,
the largest hailstones (last row of Fig. 3.10) can be nicely fitted by almost spherical
outlines. The grainy substructure can only be seen as a slightly structured surface of
an otherwise round particle. Therefore, the simulated patterns in Fig. 3.10 might give
a hint towards a characteristic size of the grains of ≈50nm, but further simulations
are necessary to confirm this hypothesis.

In conclusion, the experiments have revealed a characteristic formation process
for rare gas clusters in this so far unexplored size range. They aggregate from smaller
particles but keep the grainy structure instead of returning into the globalminimumof
a spherical compound. This observation draws a parallel to the characteristic behavior
of small rare gas clusters in the transition region from icosahedral to fcc lattice struc-
ture. The transformation of rare gas clusters from a pentagonal nanocrystal into the
extendable fcc structure on amicroscopic level was investigated by van deWaal [10],
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who proposed, that small particles with a fivefold symmetry which aggregate will
favor fcc lattice growth in the crossing region of the twinned crystal seed. He con-
cluded, that “the observed crystal structure is not necessarily that of lowest free
energy of the infinite crystal, but corresponds to a minimum that can be reached by
a growth process” ([10], p. 163).

3.3.2 Time Structure of a Pulsed Jet

In this experiment for the first time large clusters with radii up to 1µmwere produced
and studied in a controlled way. The highest abundance of large cluster sizes was
observed,when the cluster sourcewas triggered surprisingly early so that the snapshot
of the interaction region taken by the FEL pulse should have missed the cluster pulse.
Because of this finding the time structure of the cluster jet and in particular the cluster
sizes as a function of source trigger delay were investigated in more detail. The time
structure of the cluster pulse is discussed in this section on the basis of three delay
scans of the cluster jet at different expansion conditions. Pressure and temperature
were adjusted to initial conditions far below (case I), slightly below (case II) and
slightly above the vapor pressure curve of xenon (case III). For comparison, also
one trigger delay scan was taken for atomic gas. These data sets were actually not
obtained in the beamtime 2011 but one year later with a very similar setup. Cases I,
II and III will be compared to data obtained with expansion conditions considerably
above the vapor pressure curve. This fourth data set (case IV) was obtained using
the setup described in this thesis. The four (p, T )-values are marked in Fig. 3.14.

The data set of case I is displayed in Fig. 3.11. Using a nozzle with 200 µm throat
diameter and a half cone angle of 4◦, clusters were produced at a stagnation pressure
of 3 bar xenon and room temperature. According to the scaling laws discussed in
Sect. 2.2.2, for these expansion parameters an average cluster size of 4 × 104 atoms,
i.e. 8nm radius is estimated. The skimmer slit opening was set to 0.3mm, which
does not correspond to single cluster mode, therefore ensembles of clusters were
intercepted by each FEL pulse. The scattering pattern and ion spectra were measured
for a fixed valve opening time of 5ms and varying delays between opening of the
nozzle valve and FEL pulse. In the first graph, Fig. 3.11a, the average signal on the
scattering detector is plotted over delay time. Different time domains are labeled
and the characteristic features of the single shots within the respective period are
described. The curve exhibits a steep rise at t = 0 when the leading edge of the
cluster pulse and the FEL arrive at the interaction region at the same time. The
following plateau-like region with a width of 7ms exceeds the valve opening time
by 2ms. This plateau is further referred to as region A. The drop at 7ms is followed
by a peak at 8ms, which is denoted as region B. Between 9 and 10ms a second
brighter region (region C) arises, which is again followed by another peak around
11ms, labeled as region D.

The development of the average cluster size for the five brightest shots of every
delay is displayed in Fig. 3.11b. The temporal evolution from measuring ensembles

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Fig. 3.11 Scanning the delay between cluster source opening and FEL pulse. a Average signal on
the scattering detector over trigger delay time. b Average cluster size of the five brightest shots for
every trigger delay. Clusters with radii below 15nm could not be identified. c Hit statistics: For
every delay, the number of shots with an averaged scattering signal of higher than 1.2 × 104 is
divided by the number of all shots

of clusters to single cluster mode and the repetition of this sequence can be traced in
the hit statistics given in Fig. 3.11c.

While the ion spectra at the leading edge of the cluster pulse reveal a purely
atomic behavior (no Xe+, high charge states, resolved isotopic structure), region A
is characterized by constant cluster-typical ion spectra in every shot and constantly
bright and unstructured scattering patterns. This indicates the presence of ensembles
of many clusters in the interaction region which are too small to be resolved. Cluster
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sizes can only be determined by Mie scattering when at least the first minimum is
visible on the scattering detector, which limits the resolved cluster size in this setup
at the lower limit to a radius of 15nm. After the main cluster pulse of region A is
over, most shots reveal no signal. Nevertheless, the average scattering signal is rather
high, as sometimes bigger clusters appear in region B.

For increasing delay this basic sequence is repeatedwith a shorter, homogeneously
bright plateau of region C and again large single clusters in region D.

The sequence of regions A–D (a plateau with bright scattering patterns, few large
clusters about 1ms after the plateau region, a second, shorter plateau and a second
region with few large clusters) has turned out to be very similar for all three measure-
ment sets I, II and III, even though the specific delay values are shifted. However, the
different expansion conditions strongly change the average size of the large clusters
found in regions B–D. The measured size distributions of regions B–D are displayed
in Fig. 3.12 for the cases I (3bar at 300K) in a, II (3bar at 220K) in b, and III
(4.8bar at 195K) in c. In case I and II, a Gaussian distribution has been fitted to the
histograms.

The average cluster radii and numbers of particles as well as the predicted values
from the scaling laws, Eq.2.10 are summarized in Table3.1. For smallest clusters
(case I) the observed averaged number of atoms per cluster in regions B–D of 3.1 ×
106 (R = (35 ± 5)nm) is about 2 orders of magnitude bigger than predicted from
the scaling laws (N = 4.0 × 104 atoms per cluster).

In case II, regions B–D yield an average number of atoms of 2.7 × 108 (R =
(155 ± 50)nm). Hence, the average number of atoms expected from the scaling
laws of N = 2.0 × 105 atoms is exceeded by more than 3 orders of magnitude.

The conclusion in case III is complicated for two reasons. A strong increase
towards smaller clusters is observed in Fig. 3.12c, which presumably belongs to the

Fig. 3.12 Size distributions of large clusters found after region A for cases I, II, and III. a For
expansion conditions of 3bar xenon gas at 300K, an average size of R = (35 ± 5)nm is observed
in region B–D. b In case II, at 3bar and 220K, a size distribution of R = (155 ± 50)nm is found for
region B–D. c For case III, 4.8 bar at 195 K, no Gaussian distribution is found. The reason therefore
might be the large amount of already resolvable clusters from the “normal” distribution. Further,
20 clusters were too big to resolve their size, and therefore set to R = 700nm. (Note log-scaling)

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Table 3.1 Average cluster sizes of regions B and D and predictions from the scaling laws

Case I Case II Case III

R in region B+D 35 ± 5nm 155 ± 50nm –

<N> in region B+D 3.1 × 106 2.7 × 108 –

R from scaling laws 8nm 14nm 24nm

<N> from scaling laws 4.0 × 104 2.0 × 105 1.1 × 106

Fig. 3.13 Source trigger delay scan with an atomic gas beam. The ion signal of Xe2+ to Xe6+ is
integrated. The two-modal structure appears to be a characteristic feature of the valve

“normal” size distribution of regionA, because the average cluster size predicted from
the scaling laws is already above the resolution limit of the experiment (R = 24nm,
N = 1.1 × 106 atoms). The peak at 700nm is an artifact, because clusters with sizes
larger than R = 700nm can not be resolved, as the ring structures become too fine.
Therefore, a value for the average cluster size of case III can not be given. The number
of atoms per cluster at the upper resolution limit of 700nm of N = 2.5 × 1010 might
serve as an orientation.

Measurements with an atomic beam as displayed in Fig. 3.13 indicate, that the
two-pulse structure is a characteristic property of the valve used in the experiment.
Here the integral of the averaged ion spectra for intermediate charge states of xenon
(2+ to 6+) is plotted versus valve delay. Also in the ion signal of an atomic jet, a
second, shorter signal increase around 9ms can be observed. One possible explana-
tion therefore would be a re-bounce of the sealing poppet, which causes a second,
shorter opening.

The diameters of the clusters observed after both opening phases exceed the size
predicted by the established scaling laws for cw-jets. Therefore the question arises,
whether they would also appear in cw-jets or if their emergence is directly connected
to the pulsing process. Three different scenarios are conceivable:

• The large clusters emerge from the opening process.
• The large clusters are always produced, but in the plateau region of a pulsed source
or in a cw-jet they are buried by the signal of many smaller clusters.

• They are produced during the closing of the valve.

The re-bounce of the valve and the resulting second opening, observed in Figs. 3.11
and 3.13, obviously is an artifact of this specific pulsed valve. Nevertheless it can help
to interpret the time-structure of the cluster size distribution. As both plateau regions
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are followed by a phase of large clusters, approximately at the same distance to the
respective falling edge, a generation process involving the nozzle opening becomes
less probable, because of the different timing between the rising edges and the phase
of large clusters.

Also the second hypothesis can be excluded for the cases I to III, because the
scattering signal of large clusters would dominate the signal from even many smaller
clusters. All three scans, for moderate and extreme expansion conditions have shown
that no extremely large clusters appear within the plateau region before the valve
closing. Thus it has to be concluded that the emergence of cluster sizes much bigger
than predicted from scaling laws under the existent conditions in cases I to III, is an
effect of pulsed nozzles and is associated with the closing process of the valve.

However, in the scattering patterns taken under most extreme conditions clearly
above the vapor pressure curve (case IV, 8 bar xenon at 180K, no scan available)
clusters with radii up to the µm range are already apparent in the plateau region of
the valve opening, though they remain very rare [14].

The underlying process leading to the emergence of such large clusters is not
yet fully understood and subject to current discussion [15], but a first idea of the
process is sketched in Fig. 3.14. While the sealing poppet is shot into the nozzle
throat, a pressure shock wave might shift the initial expansion conditions towards
muchmore extreme values, as the gas in the small volume in front of the nozzle throat
is compressed. In cases II and III, initial expansion conditions far above the vapor
pressure curve could reach an expansion out of the liquid phase, which is already
apparent for the initial conditions of case IV.

These findings, that bigger clusters appear after the valve closing, are also in
accordance with a time resolved study of very short cluster pulses with Rayleigh

Fig. 3.14 Sketch of the
basic idea for explaining the
emergence of large clusters
in the closing of the valve
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Fig. 3.15 Time resolved study of very short cluster pulses (≈0.5ms) with Rayleigh scattering [16].
The scattered light as a function of trigger delay reveals a two-plateau structure of the scattered
light. The second feature becomes more prominent with a larger “pre-room” in front of the nozzle

scattering from Shao-Hui et al. [16]. They observed a two-plateau structure of the
scattered lightwhich increasedwith a larger room in front of the nozzle, seeFig. 3.15a,
b. Their interpretation is based on the assumption of dimers generated in this pre-
room, which subsequently grow to larger sizes. However, as the gas temperature in
front of the nozzle throat is still high, condensation in the pre-room seems to be rather
unlikely.

Further, the emergence of very large clusters appears to be related to a velocity
dispersion of particles in the jet. The delay scans of cases I–III clearly show, that the
large clusters do not emerge in the falling edge but delayed to the time of the closing
of the valve (cf. Fig. 3.11). Apparently, with more extreme expansion conditions the
delayed onset shifts to even later times. In the literature, the observation of clusters
being slower than the uncondensed gas, and bigger clusters slower than smaller ones,
is referred to as velocity slip [17]. In this concept, the over-proportional growth can
be attributed to the slowest clusters, which grow by picking up faster ones. They are
accelerated by the collisions, but the mass of the particles increases stronger than
their velocity.

A more technical outcome of this time-resolved analysis of the cluster jet is, that
the opening conditions in future experiments can be further optimized. The steep rise
at the beginning of the plateau in Fig. 3.11 indicates that less than 1ms is needed to
reach stable expansion conditions within the “normal” expansion regime of region
A, where the size distributions follow the scaling laws Eq.2.10 [3]. In imaging
experiments, where single large clusters are required, even shorter opening times
can lead to optimal conditions shortly after the valve closing. This is of particular
importance when the gas load on the vacuum pumps limits the repetition rate or very
expensive gases, such as xenon are used.

In addition, the discovery and the phenomenological characterization of the occur-
rence of extremely large clusters after the pulse gives access to a new regime of
studies of the laser-cluster interaction. In the remaining part of this chapter, power
density dependent effects in the ion spectra and scattering patterns of single very
large clusters will be investigated.

http://dx.doi.org/10.1007/978-3-319-28649-5_2


102 3 Results and Discussion: Imaging and Ion Spectroscopy . . .

3.4 Ejection of Surface Ions from a Quasi-Neutral
Nanoplasma

In this section, the plasmadynamics of single large xenon clusters exposed to different
XUV power densities are investigated by means of ion spectroscopy. The ion spectra
from single clusters are sorted by their size and the power density they were exposed
to, yielding information on the ionization and recombination processes. The ion
kinetic energy distributions extracted from the time-of-flight spectra give insight in
charge distributions and screening effects in the clusters and reveal the competition
between recombination and expansion dynamics in a highly dense nanoplasma.

In the first Sect. 3.4.1, the development of the ion spectra with increasing power
density of the XUVpulse, sorted for clusters with R = 400nm, is described phenom-
enologically. Initial kinetic energies of the ions are modeled in a SIMION-simulation
of the spectrometer geometries, which is described in detail in Sect. 3.4.2. The key
results from the analysis of the ion kinetic energies for cluster radii ranging from 180
to 600nm are presented in Sect. 3.4.3. The kinetic energies of the ions are narrowly
distributed around a central kinetic energy, which is directly proportional to their
respective charge state.

These findings are discussed in Sect. 3.4.4 on the basis of previous experimental
and theoretical results about the characteristic properties and dynamics of xenon
clusters in 90 eV pulses. The data indicate that the ions are ejected from the surface
of a mostly neutral, dense plasma, which recombines completely in the subsequent
expansion process. Considering simple electrostatic models of the initial state, an
effective charge on the clusters can be calculated. Its size dependent development is
investigated and discussed in Sect. 3.4.5.

3.4.1 The Concept of Exposure Power Density (epd)

With the information from the scattering patterns a distinct size range of clusters can
be selected. Subsequently the respective hits are sorted for exposure power density
(epd), which denotes the laser intensity at the respective focal position of each cluster.
The concept of “exposure power density” is introduced, to avoid confusion with the
term “intensity”, which is also used for detector signals, such as scattered light.

For a selected cluster size, a direct relation between the scattering signal of the
hits gathered in such a data set and their epd values can be found if two assumptions
are made:

1. The scattered signal increases proportionally to the power density of the incoming
light.

2. The data set contains enough hits to map the whole focus profile.

In this case, the hit with the most intense scattering pattern can be assigned to the
maximal power density of the focus. The remaining hits are assigned in respect to
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Fig. 3.16 Selection of scattering patterns and ion spectra of clusters with radius R = 400 ± 50nm.
The clusters are intercepted by the XUV pulse at different positions within the focus profile and
therefore exposed to different power densities. The ion spectra are sorted for increasing exposure
power density (epd)

this value by the ratios of their scattering signal to the maximal one. The validity
of both assumptions has to be considered carefully, as discussed in more detail in
Sect. 3.4.3. However, even without attempting an assignment of absolute epd values,
the scattering signal can be used for simply sorting the hits within one data set for
increasing epd.

An illustrating example for the derived epd scans is presented in Fig. 3.16. Here,
selected scattering patterns and ion spectra from the cluster size with highest abun-
dance of R ≈ 400 nm, are sorted for increasing epd. Based on this scan, an introduc-
tion into the structure of the ion spectra and their characteristic development shall
be given in this paragraph.

In the ion spectra, the count rate of the detector is plotted over flight time of the
ions. For orientation, the ion charge states in the most intense hit in Fig. 3.16 are
labeled up to Xe5+. The most important structures of the ion spectra developing with
epd, are from short to long flight times:

• The ion spectra exhibit a sharp peak at t = 0 except for the weakest hit. This peak
arises from elastically scattered light of the cluster in the interaction region, which
increases with epd.

• Inmedium tomost intense hits, between 1 and 3µs relatively narrow peaks appear,
which belong to charge states of Xe2+ and higher. With increasing epd they grow
and shift towards shorter flight times due to increasing initial kinetic energy of the
ions.

• The Xe1+ signal behaves somewhat differently. The maximum is also shifting
towards higher kinetic energies, from about 4.6 to 3.2 µs in terms of time-of-
flight. But the count rate at longer time-of-flight does not vanish and the Xe1+
peak does not reach the narrow, Gaussian shape of the higher charge states.
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3.4.2 SIMION Simulation of the Bipolar Time-of-Flight
Spectrometer

In order to attribute ion kinetic energies to the measured times-of-flight, the trajecto-
ries of ions for different initial kinetic energies can be modeled in a simulation of the
tof spectrometer. Further, it is important to understand the transmission function of
the bipolar tof spectrometer, which was used in the experiment (see also Sect. 2.2.4).
An example of the influence of the spectrometer transmission can be found in the
rather strong peaks in Fig. 3.16 at a flight time around 3.3 µs, which seem to shift
slightly to longer times-of-flight. These are back-peaks which arise from ions (here
of Xe2+) ejected away from the detector and later reversed by the spectrometer field.
Under some circumstances these ions experience an unexpectedly high transmission
in this specific spectrometer. Based on well characterized transmission properties,
such spectrometer artifacts can be distinguished from physical effects.

The simulation of the spectra was done using SIMION [18, 19], a commercial
software which enables modeling electrostatic fields and trajectories of charged par-
ticles in different electrode geometries. Via stl-format the 3D CAD-geometry of the
bipolar tof can be loaded into SIMION. In Fig. 3.17 a sectional view of the spec-
trometer in SIMION with equipotential lines in blue is displayed. Corresponding to
the values in the experiment the potential of the repeller-plate is set to 1000V, the
extractor-plate and the drift tube are grounded. A short post-acceleration towards
the MCP at −2600V has only a small influence on the flight time, but modeling the
mesh at the end of the drift tube is important to prevent the field from reaching into
the drift tube.

The transit of ions through the spectrometer was analyzed in the following way.
In a first step, the accurate y-coordinate of the interaction region was determined by
matching the simulated flight times of different xenon charge states without initial
kinetic energy to the experimentally obtained spectra of atomic xenon gas.

Fig. 3.17 Sectional view of themodel of the bipolar tof spectrometer in SIMION. The equipotential
lines of the electric field strength are depicted in blue. Simulated trajectories of 132Xe2+ ions with
Ekin = 700eV reveal a decreased transmission for high kinetic energies. Only three of 60 ions
equally distributed over 360◦ reach the MCP. Red points indicate that the respective times-of-flight
and energies were recorded by SIMION

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Fig. 3.18 a Time-to-energy conversion function for xenon charge states up to 5+. b The initial
energy as a function of t−2 decreases linearly, following the linear equation Einitial = 1.48 ×
10−8 × t−2 − q × 444

Subsequently, flight times for ions of different charge states and initial kinetic
energies were obtained from the simulation. In Fig. 3.17, the black lines show trajec-
tories of doubly charged 132Xe with an initial kinetic energy of 700eV and different
starting angles. For clarity of the illustration, here the initial directions of the ions are
fixed to the image plane and distributed in steps of 6◦. Only three of 60 ions reach
theMCP, red points indicate that their initial energies and times-of-flight through the
spectrometer were recorded by SIMION.

The results of the simulated time-to-energy conversion function for ions in the
bipolar tof directed towards the MCP are presented in Fig. 3.18. The time-of-flight
of ions with an isotropic angular distribution of starting directions in 2π towards
the detector and distinct initial kinetic energies was simulated. Only 132Xe was con-
sidered and other isotopes of xenon were neglected. In Fig. 3.18a the conversion
functions of time-of-flight into kinetic energy for charge states up to 5+ are pre-
sented. As displayed in Fig. 3.18b, the initial kinetic energy is a quadratic function
of the reciprocal time-of-flight. The conversion functions of all charge states follow
the linear equation Einitial = 1.48 × 10−8 × x − q × 444 with x = t−2.

Further, the transmission function of the bipolar tof spectrometer was determined.
The trajectories were simulated for an isotropic angular distribution of starting
directions in 4π. Count rates were collected for all ions which reach the detector
(cf. red points in Fig. 3.17). In Fig. 3.19a the transmission function of the spectrome-
ter, defined as the ratio of launched ions to those impacting the MCP is plotted for all
charge states up to 8+. The transmission changes with charge state and initial kinetic
energy. For a given Einitial , the transmission is lowest for singly charged ions, as the
spectrometer field will influence the trajectories stronger for higher q. For all curves,
at an initial energy of ≈0.45 · Uacc · q the linearly decreasing curves in the double-
logarithmic plot of Fig. 3.19b are disrupted by sharp peaks, where the transmission
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Fig. 3.19 a Transmission functions for Xe1+ up to Xe8+. The transmission of ions decreases
strongly with increasing initial kinetic energy. From a distinct energy on, only the solid angle
which is defined by the aperture in the extractor plate will be transmitted and the transmission stays
constant. Before constant transmission is reached, a resonant-like enhancement can be observed.
b The enhanced transmission is due to back-peaks with an initial kinetic energy of ≈0.45 · Uacc · q
as indicated by the transmission functions of Xe5+ ions starting towards and away from the detector.
c These ions come close to the repeller plate before they are reversed in the spectrometer field. Due
to a hole in the repeller electrode the field is distorted and causes a lens effect. Therefore, a high
number of ions are focussed through the extractor aperture

is enhanced by a factor of 2 to 6.A closer analysis of the trajectories reveals that the
enhancement of the back-peaks is due to ions which start in a direction away from
the detector with an initial energy almost sufficient to reach the repeller plate before
they are reversed by the spectrometer field.

The resonant-like behavior of the transmission which is found in the simulation
can be also observed in the measured spectra. The back-peaks exhibit several special
characteristics, as derived from the analysis of trajectories and times-of-flight:

• Only for smallest kinetic energies the back-peaks arrive at longer flight-times than
the zero-kinetic atomic peaks. For Ekin > 10eV, the atomic ions will enter the
drift tube first, but the back-peaks will overrun the slower atomic ions.

• With further rising Ekin , the back-peaks do not shift monotonously towards shorter
flight-time as the forward peaks do. Rather, the ions of a whole energy range are
time-focussed on a distinct tof-value. As a consequence, even though they result
from high kinetic ions with some 100eV broad distributions, some back-peaks
even exhibit the xenon isotope structure.

• At a distinct kinetic energy for each charge state of Einitial ≈ 0.45 · Uacc · q, the
back-peaks experience a “resonant” transmission, due to a lens-effect of the center
hole in the repeller plate.
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In Fig. 3.19b, c this situation is further investigated. Figure3.19b displays separately
plotted transmissions ofXe5+ ions directed towards and away fromdetector revealing
the enhanced transmission only for the back-ejected ions. The trajectories of those
ions can be seen in Fig. 3.19c. Close to the repeller electrode the field is distorted
by the opening in the plate. This distortion produces a lens-like effect, resulting in
a much higher number of ions being focussed through the aperture of the extractor
plate.

For even higher initial kinetic energies than the respective resonant energy, the
back-peaks hit the repeller or leave the spectrometer through the repeller aperture,
thus they do not play a role in the spectra anymore. Also for fast ions starting in
forward direction, the spectrometer field has less influence and the transmission
becomes dominated by the geometric solid angle of the aperture in the extractor
plate. Thus, all transmission curves approach a constant value of ≈0.15% for high
kinetic energies.

With the conversion function in Fig. 3.18 and the transmission function of
Fig. 3.19, now the tools are at hand to understand and explore the measured spectra
in detail. The options for further analysis are discussed on the example of the hit
with the fourth-brightest epd value from the data set of clusters with R = 400nm as
displayed in Fig. 3.16. This spectrum is chosen because it exhibits a strong back-peak
contribution. The measured ion spectrum, simulated curves and derived results are
displayed in Fig. 3.20.

In Fig. 3.20a the peaks in the ion spectra are classified by direct modeling. For
the simulation, a large number of 132Xe-ions with charge states from 1+ to 5+ were
generated and propagated through the spectrometer. For every q, a single Gaussian
distribution of particles was assumed with central energy Ekin(q) and widths of
200–300eV, randomly directed in the hemisphere towards the detector. The energies
and particle numbers were varied to obtain a good match with the forward peaks of
the experimental spectrum. The red curve in Fig. 3.20a results from the propagation
of 1.3 × 106 ions, distributed over q as displayed in the inset of Fig. 3.20a. For
charge states q > 2 a satisfying fit can be reached, considering the noise level of the
experimental spectrum. However, for Xe1+ only the high kinetic part of the feature
is matched well by the Gaussian distribution of ions.

It should be noted, that the calculated spectrum for ions directed in the hemisphere
away from the detector, i.e. the back-peaks, could not achieve a reasonable match to
the experimental spectrum if the conditions found for the forward peaks were used.
Apparently, only the appearance and the main features of the back-peaks can be
explained by the SIMION simulation, the trajectories are not reproduced accurately.

Only by artificially increasing the initial energies of all charge states by about
200eV, the transmission behavior of the back-peaks in this spectrum, i.e. the abun-
dance compared to each other and to the forward peaks, could bematched. In addition,
the measured back-peaks are found in the spectrum at longer flight times than one
would expect from the simulation. Therefore, the black curve in Fig. 3.20a had to be
stretched and shifted to fit the measured spectrum. The adjustment is specified in the
legend of Fig. 3.20a.
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Fig. 3.20 Ion spectrum of 400nm cluster with high back-peak contribution (blue curve) analyzed
in SIMION: a Simulated ion distributionsmatch the the experimental ion spectrum.Measured back-
peaks show resonant behavior at lower kinetic energies as predicted from the simulation, and their
flight time is shifted towards larger values. For the simulations, Gaussian distributions are assumed.
b The peaks differ from Gaussian shape. Therefore, the accurate distributions of the forward peaks
for each charge state are derived by polygon-fits. cByapplying conversion and transmission function
of each charge state to the polygon-fits, a transmission-corrected energy distribution of ions (KEDI)
is generated. d The central kinetic energy is a linear function of the charge state. The central energies
are derived from the SIMION simulation (red curve in a)

A discrepancy between measured and simulated back-peaks has been observed
earlier [20]. Twomain reasons can be accounted for this, both derive from the general
deficiency of the simulation. First, to explain the enhancement of the back-peaks,
the local geometry of the repeller plate becomes important which can not be fully
accounted for in the simulation. In reality, the repeller plate is made from flexible
μ-metal and is slightly distorted, which might also lead to a field distortion close to
the aperture. Second and even more important, the evolving local charge distribution
in the interaction region from the disintegrating cluster can not be accounted for
in the SIMION simulation which only propagates a single ion in a static field at a
time. Especially the backward directed ions are influenced by space charge in the
interaction region as their trajectory passes the initial cluster position closely.

However, the simulation is certainly capable of identifying the contributions of the
back-peaks in the spectrum. Then, as a next step, the accurate shape of the forward
peaks from the measured ion distributions can be fitted. Figure3.20b displays the
manually extracted curves of the forward directed distributions for charge states
up to Xe5+ by means of simple polygon-fits. The conversion of time-of-flight into
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initial kinetic energies of the ions follows the above derived relationship Einitial =
a · t−2 + q · b. Further, the ion signal per time interval I (t) has to be converted into
ion signal per energy interval I (E) via

d I

d E
= d I

dt

dt

d E
| · d E2

with
d E

dt
= −a

2
· t−3 ⇔ dt

d E
∝ t3

by accounting for the factor t3. Together with the transmission functions for each
charge state, the kinetic energy distribution of ions (KEDI) as the transmission cor-
rected ion signal per initial kinetic energy can be directly deduced from the polygon
fits of the different charge states. The result is presented in Fig. 3.20c. It is impor-
tant to note that the shape of the Xe1+ peak is as sharp as the other charge states.
The observation of a different behavior of the singly charged ions stated above has
therefore been revealed as a combined transmission and time-to-energy conversion
effect.

The KEDI derived from ion spectra or calculated in simulations is often used
in related publications, for example in [1] (see Fig. 3.2, Sect. 3.1). The KEDI in
Fig. 3.20c and important implications for the underlying expansion process and the
role of recombination in the cluster plasma will be discussed in detail in Sect. 3.4.4.

One important feature of the determined kinetic energies of the forward ions is
the purely linear dependency with charge state, as shown in Fig. 3.19d. This linearity
is an important characteristic of the current single cluster data and deviates from
earlier findings in ensembles of smaller clusters [21]. Therefore, in the next section,
size-sorted epd scans for radii of 80 to 600nm are compared with respect to their
dependence on increasing exposure power density. From the ion spectra the central
kinetic energywill be extracted and analyzed as a function of charge states and cluster
size.

3.4.3 Size Dependent Effects in Kinetic Energy Distributions

In Fig. 3.21 epd scans for different cluster sizes with radii of R = (80 ± 10)nm,
(180 ± 30)nm, (250 ± 40)nm, (400 ± 50)nm, and (600 ± 50)nm are presented. In
the case of the smallest cluster size, R = 80nm, the number of atoms per cluster
amounts to 4 × 107. For the larger sizes accordingly 2 × 108, 6 × 108, 5 × 109, and
2 × 1010 atoms per cluster are reached.

As described above, all ion spectra within one size range are sorted for exposure
power density. It is important to note that the signal from the scattering detector can
be used for sorting for increasing epd, but the assignment of absolute epd values
is somehow problematic. One aspect is, that the scattering patterns clearly exhibit
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Fig. 3.21 Size sorted ion spectra from single xenon clusters with 80–600nm radius. The spectra
are sorted from bottom to top for increasing epd, the indicated values are inW/cm2. The assignment
of epd values is described in the text. Further, as a guide for the eye comparable epd values are
indicated by colors of the spectra. This color code is used consistently in the subsequent analysis.
Publication under review at Physical Review Letters

intensity dependent changes (cf. next Sect. 3.5). Therefore, a linear dependence
between scattered to incoming intensity is not necessarily valid in the case of xenon
clusters at 90eV photon energy. Even more important, the scattering detector is not
guaranteed to have a linear response for high scattering intensities, as discussed in
more detail in Sect. 3.5.1 and Appendix A. As suggested in [22], the light peaks in
the ion spectra, which constitute the amount of light under an observation angle of
90◦, can also be used for an assignment of the exposure power density. However, the
scattered light has its minimum around 90◦ (cf. Sect. 1.2.3), thus contributions from
fluorescent light might become important. Further errors in the assignment might
be caused by slightly different cluster positions under the tof aperture resulting in a
different amount of detected light.

Further, in order to assign absolute epd values to the size-selected hits presented
in the panels of Fig. 3.21, the assumption has to be made, that the data sets for each
cluster size are large enough to map the whole focus profile. However, only the
fourth panel with ion spectra from clusters of 400nm radius, which has been already
presented in Sect. 3.4.1, displays a representative selection out of about 100 hits of
similarly sized clusters. In contrast, the statistics for all other cluster sizes are low
and the epd scans in Fig. 3.21 already contain most available hits from the respective
data sets.

In view of the considered uncertainties, the absolute epd values presented as
overview in Fig. 3.22 and indicated in Fig. 3.21 can only serve as a guide. The most
intense hits are assigned to the maximal focal power density of 5 × 1014 W

cm2 which
has been derived in Sect. 2.2.4 from the xenon gas spectra. The epd values of the
weaker hits are subsequently linearly scaled to the maximal-epd hit according to
their light-peaks in the tof spectra.

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_2


3.4 Ejection of Surface Ions from a Quasi-Neutral Nanoplasma 111

Fig. 3.22 Assignment of
epd values to the size sorted
ion spectra from most
intense to weakest hit

This epd assignment is also indicated in Fig. 3.21 by using identical colors for
spectra with comparable epd. This color code will be used consistently in the subse-
quent analysis. Hits with low epd without identifiable light peak in the tof spectra, as
for example the weakest hit in Fig. 3.16, were not considered for this analysis, even
though their size could be extracted from the scattering patterns.

As a first step, the spectra in Fig. 3.21 can be addressed in a qualitative approach of
phenomenological description and comparison. The most obvious effect observed in
Fig. 3.21 with increasing cluster size is the stronger increase of the ion kinetic energy.
Thismanifests itself in the peaks shifting towards shorter flight times. The emergence
of higher charge states exhibits a quite similar behavior for comparing similar epd
values from R = 180 to 600nm. For example the pink spectra with approximately
3 × 1013W/cm2 reveal an observable contribution of Xe4+ and the dark-green curves
at 1.7 × 1014W/cm2 exhibits charge states up to Xe5+. However, as the kinetic ener-
gies of the ions increase with cluster size, the spectrometer transmission has to be
considered. This effect can be observed best in the light-green spectra at an epd of
5 × 1014W/cm2. Although the highest charge states appear to be more prominent for
larger clusters, this is mainly caused by the combination of large clusters producing
a stronger ion signal and the fact, that their kinetic energy is already in the range of
constant transmission.

An actual qualitative change in shape and abundance of high charge states seems
to appear towards small clusters (R = 180, 80nm), especially for high epd values.
In these spectra, the peaks have a more trigonal shape, in particular compared to the
Gaussian shape at larger clusters. In the case of the smallest cluster size displayed
(R = 80nm), the Xe1+ peak vanishes for highest epd instead of shifting towards
higher kinetic energy. As the transmission of low kinetic ions in the spectrometer
is high, this disappearance together with the increase of Xe2+ in the uppermost
spectrum of the first panel indicates an actual redistribution of charge states towards
higher values.
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The fundamental difficulty with smaller clusters with radii of 80nm and below,
lies in the decreasing quality of the ion signal in single particle mode. For one, the
signal to noise ratio of the ion spectra becomes worse as a smaller number of particles
is detected. Secondly, very small clusters which have no measurable contribution to
the scattering signal, as well as the atomic signal from the uncondensed part of the
cluster beam, have an increasing influence in the ion spectra. Therefore the smallest
clusters presented here have a radius of 80nm, cluster sizes with radii of 25–70nm
could not be analyzed in single shot.

For large clusters from 180 to 600nm radius a reliable assignment of the features
in the ion spectra is possible and clear maxima of each charge state can be found.
Therefore, the central Ekin(q) can be determined by the time-to-energy conversion
established in the SIMION simulation. The results are presented in Fig. 3.23.

The colors of the data points correspond to the color coding in Fig. 3.21 and can
thereby be assigned to epd-values. Mostly linear dependencies arise for all spectra
and only the most intense hits in Fig. 3.23 from clusters with R = 400 and 600nm
reveal a slight deviance towards a more quadratic correlation. For smaller clusters
with R = 180nm a positive bending is observed already for the blue curve, i.e. at
smaller epd values.

The slopes of all curves increase only approximately by a factor of 3 to 4, while at
the same time the exposure power density increases by one to twoorders ofmagnitude
(cf. Fig. 3.22). Also the size dependence of the kinetic energies has to be considered
very weak. The maximal kinetic energy increases only by a factor of 1.7 (5+ in the
light-green curves from 2.3keV at 180nm to 4keV at 600nm), while the particle
radius increases by a factor of 3.3. For other than the green curves in Fig. 3.23, the
slopes of E(q) for similar epd values (same colors) even remain almost constant with
increasing cluster size. These observations are of importance in the considerations
of the mechanism, which leads to the acceleration of the ions in Sect. 3.4.5.

Fig. 3.23 Central kinetic energy per charge state. The color coding corresponds to epd values
consistent with Fig. 3.21. The kinetic energies derived from the scans in Fig. 3.21 for R = 180 −
−600nm are mainly linear functions of the charge states, although the highest epd spectra reveal
small deviations towards a more quadratic correlation. Almost identical curves arise for spectra
from different cluster sizes but same epd value
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Up to this point from the analysis of size and epd sorted ion spectra, the following
trends can be summarized: For very large clusters with radius of 250nm or bigger, an
increase of the abundance of higher charge states with rising epd value is observed,
accompanied by shifts of the peaks towards higher initial kinetic energy. The charge
states appear in rather narrow distributions around a central kinetic energy. The
central kinetic energies are mainly linear functions of the charge states. A slow part
of the distribution towards zero kinetic energy only appears for the Xe1+ feature and
is absent for higher charge states. While some of those tendencies are also found for
smaller cluster sizes (R = 80, 180nm), changes in the energy distributions of the
charge states (i.e. the shape of the peaks) and small deviations from the purely linear
behavior towards a more quadratic dependency of the central energies are observed.
This observation might tie in with earlier results on ensembles of smaller xenon
clusters at 90eV, where a quadratic correlation for Ekin(q) was found [20, 21].

3.4.4 Recombination Versus Expansion in a Large Dense
Nanoplasma

The findings described above are compared to previous results in this section for a
detailed discussion of the underlying mechanisms and dynamics. Concepts which
were introduced in Sect. 1.4 are used to enable a further interpretation of the increas-
ing kinetic energies with exposure power density. As discussed in detail below, dis-
tinct differences in the present study from earlier results indicate, that the measured
ions are virtually all ejected from the surface of a quasi-neutral cluster plasma, which
efficiently recombines and disintegrates into mostly neutral particles.

The nanoplasma dynamics of xenon clusters at 90eV photon energy have been
investigated in previous experimental [21, 23–25] and theoretical [26–28] studies.
Because of the high cross-section of xenon at 90eV photon energy due to the resonant
4d − ε f transitions, the atoms of the cluster becomemultiply charged (cf. Sect. 1.3.2,
Fig. 1.13 [29]). In the beginning of the pulse, the electrons are released from the atoms
with a kinetic energy of about 20 to 30eV (cf. Sect. 1.4.3, Fig. 1.19 and [23]) and
soon get trapped in the rising cluster potential.

The number of electrons ne,out , which can leave the cluster by direct photo ioniza-
tion before they are trapped in the developing Coulomb potential of the cluster can
be estimated from the simple model of a charged sphere (see Sect. 1.4.2, Eq. 1.77)
to be

ne,out = (hν − Ip)
4π · ε0 · R

e2

For a xenon cluster with 400nm radius, irradiated with 90eV photons, the maximal
kinetic energy is defined by the Auger electrons with ≈32eV [23, 26], not by the
difference between photon energy and ionization potential hν − Ip = 22eV.

Only about 9000 electrons can escape the Coulomb potential of the cluster com-
pound consisting of 5 × 109 atoms. In [23] the electron distributions from 90eV

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
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irradiated xenon clusters were measured, which exhibited a strong component of
high kinetic electrons. In the super dense plasma produced in the highly absorbing
cluster, efficient thermalization processes lead to a tail in the kinetic energy distri-
bution of electrons with sufficient energy to overcome the Coulomb barrier. Also
these electrons will make a contribution to the net charge of the cluster which is not
considered in the calculation above.

A basic classification of the regime in which the interaction takes place, proposed
in the study of Arbeiter and Fennel [26], can be done by simply using ne,out from
Eq.1.77 for estimating the frustration parameter (cf. Sect. 1.4.2), given by the ratio
of activated to outer-ionized electrons. The number of activated electrons, i.e. those
separated from the parent ion but potentially bound to the cluster as a whole, have to
be estimated. They can not be simply calculated from the atomic cross-section and
the epd values, as the radius of 400nm is considerably larger than the penetration
depth in the case of xenon at 90eV photon energy.

At a maximal epd value of 5 × 1014W/cm2 the number of photons nγ which falls
into the geometric cross-section of the cluster can be calculated to nγ = 1.7 × 1010.
This exceeds the number of atoms in the cluster of 5 × 109, therefore the simple
approximation is used that an average charge per atom of 1 is produced in the cluster.
The frustration parameter can be calculated to

α = n photo

ne,out
= 5 × 109

9000
= 6 × 105. (3.1)

On the other hand, the lowest identifiable power density (cf. Sect. 3.4.3) of 3 ×
1012 W

cm2 leads to 1 × 108 photons in the cluster cross-section, and thus to a lower
limit for the 400nm scan of α = 1 × 104. Therefore, the studied large clusters are
considered to reside deeply in the nanoplasma regime. The occurrence of a highly
dense plasma is accompanied by a strong recombination of the screened cluster
core [25].

The dominating expansion mechanism in the large systems according to the α-
values of >104 is expected to be due to hydrodynamic forces. In contrast, earlier
results on ensembles of smaller clusters [20, 21] with α-values of 40–1400 were
interpreted as signatures from a combination of a Coulomb-exploding shell with a
thickness of 20–30 of the cluster radius and a hydrodynamically expanding core.
There, the central kinetic energy deduced from modeling the ion spectra was found
to be quadratic [21]. As the analysis of in the last section also indicates a transition
from a purely linear to a more quadratic behavior towards smaller systems, both
findings might be linked by the cluster size.

Also in studies on the explosion dynamics of rare-gas clusters in strong infrared
laser pulses [30] effects of both expansion mechanisms were found by investigat-
ing the behavior of Ekin(q). For rather large xenon clusters (< N >= 2 × 106) a
quadratic increase of the kinetic energy for lower charge states was replaced by a
linear dependency for higher charge states. In contrast to the interpretation in [30],
simulations in [31] explained this behavior as an effect of the focal profile of laser
power density in a purely Coulomb-explosion picture. At least in the current results

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
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effects of the focal distribution can be excluded as the measurements have been
carried out on single clusters under consideration of the epd.

The ambiguity of interpreting kinetic energy distributions of ions is also demon-
strated in the study of Arbeiter and Fennel [26], where ionization, recombination and
expansion dynamics from high to low α-values are traced. Some results of this study
have already been discussed in Sect. 1.4.3. In particular when recombination effects
are considered, very similar oscillatory patterns in the kinetic energy distributions
of ions are obtained for scenarios undergoing a Coulomb-explosion as well as for
hydrodynamic expansion. Figure3.24a displays a shell and a charge state resolved
analysis of the simulation of a laser-cluster interactionwith largeα-values, i.e. hydro-
dynamic expansion. For comparison in Fig. 3.24b the experimentally obtained KEDI
is displayed, which has already been presented above in Fig. 3.20c. The cluster size
investigated in the theoretical study was much smaller than in the current experi-
ment (N = 1000). Nevertheless some features occur in the simulated distribution in
Fig. 3.24a, which are very interesting for the interpretation of the current ion spectra:

• Ions with high kinetic energy only emerge from the outermost shells (upper panel).
• High kinetic energies only arise for high charge states (lower panel).
• The higher charge states also lack of a low kinetic part due to recombination (lower
panel, solid compared to dashed curve).

• The central kinetic energy per charge state appears to depend linearly on the charge
state (lower panel, E(2+) ≈ 70eV, E(3+) ≈ 105eV).

These features are found also in a very pronounced manner in the current results of
Fig. 3.24b. But in contrast to the simulated energy distributions, also the Xe1+ peak
reveals only a very low contribution towards lower energies and all higher charge

Fig. 3.24 a Kinetic energy distribution of ions resolved for cluster shell (upper panel) and charge
state (lower panel) was calculated for the hydrodynamic expansion of an argon cluster with N =
1000 atoms. The difference between dashed and solid lines in the lower panel emphasizes the role
of recombination effects for the measured ion spectra [26]. b Experimentally obtained KEDI a
xenon cluster with R = 400nm at an epd of 1.8 × 1014W/cm2 (cf. Sect. 3.4.2)

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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states appear to be depleted at the low energy side due to recombination. In particular
the absence of low and zero kinetic energies in the case of Xe1+ has to be interpreted
as a signature of strong recombination effects in the large clusters down to fully
neutral atoms.

The agreement between the experiment and the simulation supports the idea of an
ejected ionic surface from a fully recombining compound. The extreme conditions of
the experiment, i.e. the large size of the particles and the massively dominant recom-
bination in the almost neutral dense plasma enable a satisfying description based
on simple electrostatic models. They are described and discussed in the following
section.

3.4.5 Net Charge Versus Charge Separation at the Surface

The narrow energy distributions and the absence of low kinetic ions for all charge
states down toXe1+ indicates complete recombination of a large part of the cluster, as
discussed in the last section. In order to quantify the thickness of the exploding surface
and specify the underlying mechanism, an electrostatic model will be discussed in
this section of a fully screened cluster plasma with deviations from neutral occurring
only at the surface. The model is used to calculate an effective charge on the clusters
from the kinetic energies of Fig. 3.23.

Model of a charged surface: The central kinetic energy of the energy distributions,
as derived above from the ion spectra of single large clusters, was found to be a linear
function of q. A purely linear dependency on q would also arise from the simple
electrostatic picture of a shell of charged ions on the surface of an otherwise neutral
cluster plasma. The radial distributions of plasma electrons and ions are sketched
in Fig. 3.25a. The basic assumption of this static model is the full screening of the
inner part of the cluster up to a distinct radius R′. Unscreened surface ions are then
driven by the Coulomb repulsion of each other and explode off. In the case of a large
cluster, i.e. R 	 R − R′, the kinetic energy of the ions will be proportional to Q · q,
as the kinetic energy of a charge q moving from the surface of a charged sphere to
infinity [32] is given by

Ekin = 1

4πε0
· q · Q

R
. (3.2)

The assumption of a full screening of the inner part of the cluster is equivalent to
neglecting the temperature of the electron gas. In fact, as discussed in the last section
by means of the frustration parameter α, the quasi-free electrons will screen the
charge from the ions almost completely and form a rather cold nanoplasma. On
the other hand, the observation of “hot” electrons [23], i.e. the high energetic tail
of electrons from the thermalization process point to the limit of the model of a
Coulomb-exploding shell, as the electron temperature clearly can not be neglected.
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Fig. 3.25 a Electrostatic picture of a shell of charged ions on the surface of an otherwise neutral
cluster plasma. Full screening of the inner part of the cluster up to a distinct radius R′ is assumed,
neglecting the temperature of the electron gas. b Electrostatic model of the hydrodynamic effect at
the surface. The finite electron temperature leads to a further extended electron cloud up to R′′ and
therefore to a partially unscreened region in the cluster between R′ and R. Aside from this surface
dipole field due to the electron spill-out, the cluster is neutral

Model of a surface dipole field: In the close vicinity of the surface, deviations from
neutrality occur even in a fully neutral plasma. In particular, the electron cloud will
exceed the boundaries of the ion distribution, referred to as electron spill-out [33].
This hydrodynamic effect can be accounted for in a complementary, but also static
model, which is displayed in Fig. 3.25b. The total charge on the cluster is neglected
but the finite electron temperature renders its contribution. The ions on the surface
of the cluster experience a Coulomb force despite the neutrality of the cluster as a
whole, as they encounter a repulsion from only partially screened ions in the surface
shells. Within this model the kinetic energy of the ions ejected from the surface
would also increase linearly with their charge state q, as the hydrodynamic force is
in principle also a Coulombic repulsion from a positively charged surface.

During and shortly after the interactionwith the laser pulse, a condition somewhere
in between the limiting cases of Fig. 3.25 might exist in the cluster, where surface
ions are accelerated radially by the combination of the total charge on the cluster and
an unscreened surface region induced by the finite electron temperature. Beyond that
instant in time, an electrostatic approach must fail to describe the real dynamics of
the process, as the ion motion is slow and therefore the evolution of the nanoplasma
can influence the ion distribution for a very long time.

On the other hand, the use of a static picture can be justified by the idea, that
the recombination of the nanoplasma happens very fast compared to the expansion
of the cluster. An indication therefore is given by the efficient recombination down
to neutral atoms within the cluster. As discussed in Sect. 1.4.2, the probabilities for
recombination are only high as long as high densities of ions allow for collisions.Also
the fact that themodel of a charged sphere agreeswell with themeasured distributions
gives a hint that the cluster contributes to the time-of-flight spectra mainly in the
very beginning of the expansion. In a later phase the highly charged ions which were
screened by the cooler part of the electron distribution have efficiently recombined

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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with the cold and dense electron cloud down to neutral atoms and disappear from
the time-of-flight signal.

Effective cluster charge: In order to quantify the contributions from total cluster
charge and electron spill-out, an effective total charge on the clusters Qtotal is derived
from the central kinetic energies by using the model in Fig. 3.25a. Equation3.2 is
resolved for Q, to calculate an effective total charge separately for each charge state
in the spectra

Qtotal = 0.69 · Ekin [in eV] · R [in nm] · q−1. (3.3)

The effective charges calculated from the size sorted epd scans with R = 180 to
600nm are displayed in Fig. 3.26. The color-coding in Fig. 3.26 from yellow to green
corresponds to increasing epd values and is consistent with the colors used in the
scans in Figs. 3.21 and 3.23.

If the kinetic energies presented above inFig. 3.23would be purely linear functions
of the charge states, a constant value of Qtotal would be expected for every charge
state of a distinct hit. A closer examination of the curves in Fig. 3.26 reveals a rather
constant value for many spectra. But in accordance to the deviations from linearity of
the central kinetic energy per charge state, as discussed in Sect. 3.4.3, also a positive
slope can be observed in some cases. Towards smaller cluster size, the calculated
total charge exhibits a constant value for Q(q) only for lowest epd values. On the
other hand, for larger clusters only the most intense hits deviate from constant and
reveal an increasing value of the effective total charge with charge state. Note that
slight deviations for Xe1+ in the R = 400 and 600nm scans can be identified as
uncertainties for extracting the central kinetic energy due to the close vicinity of the
enhanced Xe2+ back-peak in the spectra.

Fig. 3.26 Total charge on the clusters from 180 to 600nm radius, calculated from the electrostatic
model of a charged surface. The color-coding corresponds to increasing epd values from yellow
to green, in consistency to the color-coding in the previous Figs. 3.21 and 3.23. Approximately
constant curves are observed for larger clusters and lower and medium epd-values. Positive slopes
arise at cluster sizes ≥400nm only for hits with maximal epd. Towards smaller clusters increasing
Q(q) values are also observed for lower epd values
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Fig. 3.27 Illustration of surface explosion and core recombination

The behavior towards smaller clusters might be interpreted as the onset of
Coulomb explosion of a more extended outer shell, as discussed in [20, 21]. But
also the purely hydrodynamic picture of an exploding surface shell of ions can offer
an explanation for the increasing effective charge with charge state. A constant value
for the effective total charge occurs when all ions experience the repulsion from the
whole surface charge. But as they are accelerated proportionally to their charge, soon
the expansion of the surface ionswill evolve in layers of different charge states, which
expand with different velocities. An illustration for the idea of expanding layers can
be found in Fig. 3.27. For hits which have experienced high epd, the total number
of highly charged ions constitutes a considerable fraction of all ions. Thus, in the
evolving expansion, the ions will only experience charges from their own “expan-
sion layer” and the ones of lower charged ions, while charges from faster expanding
layers cancel themselves out.

The number of effective charges on the clusters calculated by Eq.3.3 for all ana-
lyzed hits from R = 180 to 600nm reaches from about 1 × 104 up to 3 × 105. The
effective charges can be compared to other characteristic values of the cluster, which
are displayed in Table3.2. Even for the maximal reached values, Qtotal,max only
corresponds to a small fraction of the number of atoms Nsur f ace in the first atomic
layer. On the other hand, the values of Qtotal are 10 to 30 times higher than the num-
ber of electrons ne,out , which can be directly outer ionized before frustration sets in
(cf. Eq. 1.77). Even if the effect of thermalization is included by assuming a much
higher value of the electron kinetic energy of 100eV, Qtotal remains considerably
larger than ne,out . This clearly indicates, that themainmechanism transferring energy
into the surface ions is not the cluster charge but the electron spill-out. Therefore
Qtotal can not be considered as a good measure for the absolute number of ions
ejected from the surface before complete recombination.

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Table 3.2 Comparison of effective charge, number of atoms in the outermost atomic shell and
number of outer ionized electrons

Radius 180nm 250nm 400nm 600nm

Qtotal 4.8 × 104 8.5 × 104 1.7 × 105 3.5 × 105

Nsurface 5.6 × 105 1.1 × 106 2.8 × 106 6.3 × 106

ne,out 4.0 × 103 5.6 × 103 8.9 × 103 1.3 × 104

It would be helpful for these considerations to estimate the total number of ions
leaving the cluster directly from the measured spectra. But due to the unknown gain
function of the MCP, absolute numbers of particles can not be calculated. Neverthe-
less, if the gain function is assumed to be constant for all xenon charge states and
initial kinetic energies (cf. Sect. 2.2.4 and ref. [34]), a rough estimate of a lower limit
can be gained from the transmission corrected KEDI distribution of one ion spec-
trum, which has been presented before in Fig. 3.20c and compared to simulations in
Fig. 3.24.

For this estimate of a minimal number of ions which have been ejected from the
clusters, the KEDI spectrum is scaled in such a way that the detected signal of Xe1+
with zero kinetic energy (transmission through the spectrometer = 1) corresponds
to one single ion. The integrated area under the peaks then amounts to a number
of 3.5 × 106 ions. This about a factor of 1.3 more than the number of atoms in the
outermost atomic layer of the cluster. Therefore also this rough estimate supports the
idea of a thin surface exploding of the cluster.

Another approach to estimate the thickness of the outer shell participating to the
ion spectrum could be made by investigating the width of ≈200eV of the kinetic
energy distributions around a center value. In particular, this could give insight in
the temporal evolution of the electron temperature and the resulting spill-out of the
electron cloud. However, this point in the discussion clearlymarks the limit of a static
analysis of the circumstances and more sophisticated modeling will be required.

Current discussions with the group of Thomas Fennel indicate, that it will be
possible to simulate the temperature of the quasi-free electron in order to explain the
measured kinetic energies. This would be a possibility to test the contributions of
ionization heating and other processes influencing the electron temperature. Prelim-
inary estimates indicate only weak changes in the potential induced by the electron
spill-out for changing density of the quasi-free electrons. Also the cluster size appears
to play only a minor role. This would be in good agreement to the observations of
weak changes in the ion kinetic energies with size and exposure power density in
Sect. 3.4.3.

As a summarizing conclusion of the analysis, the initial kinetic energy distribu-
tions indicate that for large clusters all detected ions come from the outermost surface
of the clusters. The absolute values of the kinetic energy reveal that the main mech-
anism of driving the ions is the spill-out of the electron cloud, not the total charge
on the cluster. While the atoms of the cluster are expected to be transiently highly
ionized, the dominant fraction of the cluster will recombine to neutral state.

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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In this context it is interesting to note, that the biggest part of the cluster does
not experience Coulombic forces at any point. Regardless of possible transient high
charge states the ions remain fully screened until they recombine to neutral atoms
which also takes away a driving force for the expansion. Thus, the question arises
of what happens to this compound, which is only bound by the weak Van-der-Waals
force in the first place and can be expected to have gained much thermal energy due
to collision processes. Studying the timescale of the disintegration of the remains of
the clusters on long time scales promises to be a fascinating topic for the analysis of
time-resolved experiments up to nanosecond delays [35].

3.5 Fingerprints of a Nanoplasma Shell in Size-Selected
Scattering Profiles

As discussed in the last section, the ion spectra of single large xenon clusters contain
only ions from the outermost surface of the large, dense and quasi-neutral nanoplasma
which evolves in the XUV laser-cluster interaction. For the largest part of the cluster,
efficient recombination leads to neutral residuals which can not be detected by the
ion spectrometer.

In contrast, during the interaction with the FEL pulse the photons will deeply
penetrate the cluster surface and interact with all constituents of the nanoplasma.
Thus the conditions within the nanoplasma including transiently high charge states
and the density of the quasi-free electrons will appear encoded in the elastically
scattered light. In the scattering patterns of the very same large clusters, which have
been analyzed according to their ion spectra in the last section, a modulation is found
which indicates the presence of a shell structure within the nanoplasma.

This observation demonstrates that even though changes in the geometry of the
cluster on the timescale of the light pulse due to nuclear motion can be excluded, the
transient changes of the electronic properties are able to clearly alter the scattering
pattern. It can be considered surprising how pronounced the modulations are as the
exposure time of 100 fs is much longer than the time scale of electron motion. Ana-
lyzing the possibilities for the generation of such a modulation reveals the necessary
precondition of a sharp interface within the cluster plasma, which appears difficult
to explain.

This chapter is organized as follows: In Sect. 3.5.1, the size- and epd-selected
scattering patterns are analyzed for power density dependent developments. The
intensity profiles derived from the scattering patterns of clusterswith radii from180 to
600nmexhibit a developing superstructure,which is behaving similarly for all cluster
sizes. In Sect. 3.5.2 a time-binned approach for analyzing the observed development
is introduced. The individual contributions from a sequence of intermediate states
can be investigated by examining the differences of angular intensity profiles of the
scattering patterns.
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In the simplest approximation, themodulation can be understood as the diffraction
from a ring instead of a full sphere. More detailed insight can be gained with Mie-
based simulations for coated spheres in Sect. 3.5.3. The influence of the parameters
of the outer shell, i.e. shell thickness d and refractive index, are studied. Based on
the characteristic changes in the data, an attempt is made to match the measured
scattering profiles with a simulated sequence of intensity profiles. The fit parameters
yield a low absorbing shell with increasing thickness and decreasing real part of
the refractive index. An abrupt change in the real part is found to be necessary for
producing the beating pattern.

In Sect. 3.5.4 the special absorption characteristics of xenon atoms and ions around
90eV photon, which have been presented in Chap. 1, are summarized and set into
the context of the plasma environment. By modeling the ionization dynamics of the
cluster in a simple one-dimensional approach in Sect. 3.5.5, the radial development of
charge state distributions and the density of the quasi-free electrons are investigated.
The radially changing local electric field, acting on the energy levels of the ions
together with the resonant behavior of xenon in the vicinity of the excitation energy,
might be able to explain the presence of a highly reflecting layer tens of nanometers
within the plasma.

3.5.1 Modulation in Size-Sorted Scattering Profiles

In Fig. 3.28 the same data sets are displayed that have been analyzed in the previous
chapter for power density dependent effects in the ion spectra. In this chapter, the
development with increasing exposure power density in the scattering patterns is
discussed. In the first row of Fig. 3.28, the radially averaged intensity profiles of the
CCD images are plotted versus scattering angle θ.

To obtain the intensity profiles, the intensity of each image pixel was corrected
for the flat detector by multiplying with cos(θ)−3 [24]. This factor consists of a term
for the quadratically decreasing intensity with increasing distance to the interaction
region, which is taken into account by a factor of cos(θ)−2, and the smaller effective
pixel area, which can be corrected bymultiplyingwith another factor of cos(θ)−1. For
radially averaging, the CCD image was restricted to a segment on the right side of the
detector, where no ion signal, low stray light and no deviations from a flat efficiency
were observed. Detector areas with a decreased efficiency and the linear response of
the scattering detector are investigated in more detail in the appendix of this thesis.
As a conclusion from these investigations a deviation from a linear response has
to be considered at least for the highest signal intensities which are found at small
scattering angles. Thus, only structures and developments in the patterns, not absolute
intensity values will be discussed in the further analysis.

The scattering profiles displayed in Fig. 3.28 show the fine lobes of the diffraction
rings, which become narrower for larger clusters. In addition, the more intense hits
of every cluster size reveal a low-frequency oscillatory pattern, which superimposes

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Fig. 3.28 Size-sorted epd scans for radii 180–600nm. In the first row, the radial profiles of the
scattering patterns are plotted over scattering angle. Low frequency modulations superimpose the
high frequency oscillations, which reflect the cluster size. They reveal a clear power density depen-
dence but only a weak cluster size dependence. The corresponding ion spectra in the second row
show the concurrent characteristic changes in the particle disintegration (cf. Sect. 3.4)

the maxima and minima of the diffraction rings. The broad, wave-like superstructure
becomes more prominent for increasing epd and appears to shift to larger scattering
angles.

As discussed in Sect. 1.2.3, characteristic structures in the scattering patterns cor-
respond to characteristic length scales within the scatterers. One characteristic length
scale is obviously given by the overall size of the particle. This results in the high-
frequency oscillatory structures of the profiles becoming finer with increasing cluster
size. The low frequency modulations indicate a second characteristic length scale in
the particles. The superstructure appears to be very similar from 180 up to 600nm
radius with a global minimum observed roughly at θ = 15◦. This allows already for a
very rough estimate of the corresponding characteristic length scale of about 30nm,
calculated from the first minimum of an Airy pattern.

In Fig. 3.29 a two-dimensional illustration of the effect is presented. The 2D
Fourier transform of the black and white outline of a ring (I) exhibits a pronounced
superstructure in addition to the fine ring structure. A comparison with the patterns
of a full sphere instead of the ring (outline II) confirms that the frequency of the fine
ring structure corresponds to the overall size of the scatterer. On the other hand, the
slowly changing superstructure represents the thickness of the ring. This is indicated

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Fig. 3.29 a 2D Fourier transformation of the outline of a ring reveals a modulation in the radial
profile. b Comparison with a full sphere indicates, that the fine oscillations reflect the size of the
whole object. c Comparison with a small sphere of the same diameter as the ring thickness shows,
that the frequency of the superposing modulation corresponds to the thickness of the ring. d Sharp
interfaces are necessary to yield a modulation. If one interface is washed out, the beating pattern
vanishes

by the pattern from a small sphere (outline III) with the diameter of the thickness of
the ring, which reveals maxima and minima similar to the modulation from the first
pattern. The contributions to the beating pattern can be followed even more clearly
in the radial intensity profiles, given in the right panel.

These simple considerations can be applied to the case of the measured scattering
patterns of large xenon clusters. The modulations can be understood as a develop-
ment of an outer shell with different scattering properties compared to the core. The
parameters of the shell, such as thickness and optical constants, appear to correlate
strongly with epd but only weakly with cluster size.

Nuclear motion as a cause for the observed changes can be excluded as discussed
in the previous chapter. In the whole expansion process, only a very thin surface in
the range of monolayers is expelled from the cluster due to Coulombic forces. The
rest of the cluster is expected to expand on amuch longer time scale. In addition, even
the fastest surface ions start with zero velocity. An estimate can be calculated from
the effective charge on the clusters discussed in the previous section (cf. Fig. 3.26).
By calculating the forces and the acceleration for the ions with maximal detected
kinetic energy (Xe5+, R = 600nm, Ekin = 4keV), a distance passed within 100 fs
of less than oneÅngstrom is found. Even if the final velocity (v = 7 × 104 m/s) was
assumed for the ion motion, the ions would only travel 8nm within the duration of
the pulse. In conclusion, no visible changes in the cluster density will occur during
the interaction with the FEL pulse.

An important feature for the interpretation of the modulations in the experimen-
tally obtained profiles can be found in the calculated pattern from outline (IV) in
Fig. 3.29. Here, one of the sharp interfaces of the ring structure is washed out, which
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leads to a virtually complete loss of the beating pattern. Thus, a discontinuity in the
optical properties of the nanoplasma at a certain depth within the cluster has to be
identified in the subsequent discussions to explain the observed modulations.

For the analysis of the emergence and development of a highly reflecting
nanoplasma shell, the modulation effect is studied in detail for the cluster size which
ismost prominent in the experimental data, R = 400nm.A time-binning, quasi-static
approach for getting insight into the dynamics of the plasma properties is presented
in the next section.

3.5.2 Time-Binning of the Nanoplasma Development

Imaging a cluster of a well defined size with a distinct exposure power density can
not be considered a snapshot of the initial cluster or a single excited state. A more
appropriate analogy would be taking a photo of a moving object with an exposure
time equalling or exceeding the time scale of the motion. In fact, the scattering
pattern consists of the integrated scattering signal from all transient states, which the
respective cluster has passed during the interaction.

From these considerations a sequential-static approximation for the analysis of
the nanoplasma development is used. This model is based on the assumption of
linear processes in the nanoplasma, i.e. processes which are mainly dependent on
the number of incident photons and not on the number of photons per time.

Under this assumption the scattering patterns taken from equally sized clusters
at different exposure power density can be thought of—again in the analogy of
photography—as pictures of the same process, but with different exposure times. In
particular, the scattering pattern of the cluster exposed to the minimal photon flux
displays the undisturbed cluster and the beginning of the nanoplasma formation. A
more intense pattern also contains this information and even more subsequent stages
of the nanoplasma development.

The continuous dynamics of the nanoplasma will be approximated by a sequence
of static intermediate stages of the development, referred to as time-binning. Sketches
of a sequence of such intermediate states through which the plasma evolves during
the interaction are displayed in Fig. 3.30. Different exposure power densities will
induce and probe the same evolution in the cluster, i.e. the same sequence of inter-
mediate states. But a profile with higher epd contains information on more of these
intermediate states. In order to gain snapshots of those intermediate states from the
integrated signal of the scattering patterns, the differences between profiles taken
at different epd-values are analyzed. This difference signal constitutes the contribu-
tion from stages of the development, which were only observed in the more intense
pattern, but not quite by the weaker one.

In order to exclude statistical fluctuations in single patterns resulting from shape
irregularities and slightly different sizes of the single clusters, only averaged patterns
obtained from the cluster size with highest abundance in the data, R = 400nm are
considered.
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Fig. 3.30 Concept of time-binning: During the interactionwith the laser pulse a core-shell structure
in the nanoplasma evolves. The scattering pattern obtained from the cluster within the duration of the
light pulse contains the integrated information over all intermediate states. It can be approximated
by the sum of scattering patterns of static intermediate states with average properties of a distinct
time bin of the interaction. By analyzing the scattered light from these intermediate states with the
static approach of Mie theory, insight into the changing optical properties can be gained

In Fig. 3.31a, the ion spectra of 94 hits of clusters with radii of 400 ± 50nm are
sorted by increasing epd values which are derived from the intensity of the light
peak at t = 0 [22]. A manual correction of the vertical position of each spectrum of
up to ±4 positions was done for aesthetic reasons, resulting in a more homogenous
development of the kinetic energies of the ion peaks. Six segments of the epd scan
with similar features were merged into averaged ion spectra, which are color-coded
respectively. The averaged ion spectra are presented in Fig. 3.31b.

Absolute epd values are assigned to the averaged spectra in Fig. 3.31b. Each
single spectrum of Fig. 3.31a was analyzed as follows. The light peak signals were
determined by identifying and subtracting the offsets of the spectra, building absolute
values, smoothing the absolute spectra and integrating the area under the light peaks.
An average light peak signalwas calculated for each scan segment. Themaximal focal
power density of= 5 × 1014 W

cm2 (cf. Sect. 2.2.4)was assigned to the uppermost single
spectrum. All exposure power densities of the averaged spectra were determined in
respect to this one, resulting in values ranging from 3 × 1012 up to 3 × 1014 W/cm2.

As discussed before, the absolute epd values have to be treated with caution. Even
though statistical fluctuations can be considered small in this case, as the signal from
the light peaks is averagedovermany spectra, the uncertainty remains for the brightest
hit which is used for relative assignment of all other values. Further, changes in the
scattering signal due to the nanoplasma development and the amount of fluorescence
light can not be taken into account. Therefore, also the epd assignment presented in
Fig. 3.31b should only be used as a guide.

The scattering patterns corresponding to the ion spectra were averaged in the same
way. The averaged radial profiles are shown in Fig. 3.31c. The high frequency lobes
of the rings in the scattering pattern are slightly washed out due to deviations in the
sizes of the single clusters. However, the emergence and characteristic development
of the modulation with rising epd can be observed clearly in the averaged profiles
as an increasing shoulder, which shifts from about 15 to 25◦ scattering angle. The
averaged profiles are labeled P1 to P6.

http://dx.doi.org/10.1007/978-3-319-28649-5_2
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Fig. 3.31 Time-binning of the nanoplasma evolution in averaged intensity profiles of R = 400nm
clusters. a Ion spectra of the largest available data set of 94 hits from clusters with radii of 400 ±
50nm are sorted by increasing epd from bottom to top. b Respective to the color code in the full
scan, the ion spectra are averaged and assigned to epd values from 3 × 1012 to 3 × 1014 W/cm2 (see
text for details). c The modulation, which has been observed also in single shot is preserved in the
averaged profiles. d If mainly linear processes of light-matter interaction are assumed, time resolved
information can be gained from profiles obtained with different epd values. The contributions from
each intermediate state can be extracted by taking the difference between consecutive averaged
profiles. The difference profiles reveal a broad lobe with a decreasing width from earlier to later
states. At the same time, the minimum of the modulation shifts to larger scattering angles, as
suggested by the red line
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The differences in scattering signal between each two averaged profiles Pi+1 −
Pi are plotted in Fig. 3.31d. They represent the contribution from each interstage
�Pi,i+1. Note that these interstages also constitute the integration over a certain
phase of the development.

However, this quasi-static time-binning approach appears to be supported by the
gradually developing structures in the difference profiles of Fig. 3.31d.A lobe-shaped
superstructure arises and becomes more prominent from bottom to top, i.e. from
earlier to later interstages. Further, the width of the lobe appears to decrease and the
visible minimum of the superstructure shifts to higher angles from θ ≈ 5 to 17◦, as
indicated by the red line.

This characteristic behavior can be translated into changing parameters of the
refractive core-shell system, which develops in the cluster plasma. Therefore, the
curves of Fig. 3.31d are fitted with calculated scattering patterns from a Mie-based
code for coated spheres. As a first step, the parameter space of the simulation is
carefully studied in the next section, before an attemptwill bemade to find parameters
matching the time-binned experimental data.

3.5.3 Simulation of Scattering Profiles from Core-Shell
Systems

This section is dedicated to systematically study the influence of the variables causing
and driving the observed variations in the scattering patterns which are indications of
a refractive core-shell system. The basic dependencies found in these studies make
it possible to simulate the measured difference profiles of Fig. 3.31d.

A core-shell Mie code developed by Shen [36] was used, which is based on the
formalism presented by Bohren and Huffman [37] introduced in Sect. 1.2.3. Several
numerical difficulties and instabilities in the code from [37] could be overcome by
incorporating different kinds of Bessel-functions [38]. Due to its structure as an
executable file, which takes the input variables of the particle size, shell thickness
and the refractive index of core and shell from a text file, the program could be easily
included in the existent Matlab analysis.

Influence of the simulation parameters on the scattering profiles: In order to get
a profound understanding of the contributions from all parameters of the simulation
(radius, shell thickness and refractive index of core and shell), a large parameter range
has been scanned with simulated scattering profiles. The obtained relationships are
presented in Fig. 3.32 and detailed in this paragraph for the dominant parameters.

As a first step, the role of the absorption, i.e. the imaginary part of the refractive
index n′′ shall be discussed. In Fig. 3.32a changing modulations are displayed for
an increasing absorption in the outer shell with a thickness of d = 35nm and a
real-part-values of n′ = 0.97. From green to yellow, n′′ rises from 0.002 to 0.04,
corresponding to a cross-section of 1 up to 20 Mbarn. The core is set to neutral
values m1 = 1.001 + i · 0.04 [39]. The modulation is only strong for very small n′′

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Fig. 3.32 Systematic simulations of coated spheres. The parameters of the core are approximated
by neutral xenon. The parameters of the shell are varied. a The imaginary part corresponds to the
absorption of the outer shell. An increasing value of n′′ leads to a suppression of the beating pattern.
b The thickness of the shell changes the frequency of the superstructure. c A decrease of the real
part of the refractive index n′ shifts the beating pattern towards higher scattering angles

and vanishes completely towards neutral values, but no changes in the position of the
modulation minimum occur. Thus, the low absorption in the outer part of the cluster
can be interpreted as a necessary precondition for strongmodulations. In otherwords,
the light has to be able to deeply penetrate the cluster, be reflected and again leave
the cluster in order to interfere with waves which were refracted at the surface of
the cluster and produce modulations. This is only possible if the absorption in the
outer shell is low. It is important to note that virtually identical curves were observed
in extended simulations even for drastic changes of the core absorption. As a direct
implication, the discontinuity which leads to the modulations can not be related to
the imaginary part of the refractive index. It has to be related to the real part of the
refractive index.
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Further, the thickness of the outer shell d can be investigated. From principle
considerations, an increase of d due to the continuous ionization of the cluster would
be expected. This is also further discussed in the next section, where the radial
development of charge state distributions will be investigated.

A systematic study of changes in the modulations resulting from an increase of
the shell thickness is given in Fig. 3.32b. A rather low absorption of n′′ = 0.004 was
chosen, which corresponds to a cross-section of 2 Mbarn, n′ was set to 0.98. From
bottom to top profiles for a shell with increasing thickness from 25 to 79nm are
displayed.

The increasing shell thickness leads to an increasing frequency in the oscillating
superstructure. This behavior is in accordance with the basic law of diffraction, that
a larger real space structure leads to a finer diffraction structure. At the same time,
the observed modulations shift towards smaller scattering angles with increasing d.
In the experimental difference profiles of Fig. 3.31, also a narrowing superstructure,
but a shift to higher scattering angles is observed with increasing epd.

Furthermore, changes in the phase shift parameter n′ are considered.
Figure3.32c shows how the modulations change with decreasing n′ from 0.985 to
0.94 from bottom to top, for d = 30nm and again n′′ = 0.004.While the width of the
modulation lobes appears to be virtually unchanged by n′ and only determined by d,
the angular position of the modulation lobes clearly shifts towards higher scattering
angles with decreasing n′. This tendency is also observed in the experimental data.

It should be noted that simulations for variations of the real part ranging from
values far above to far below unity also revealed shifts to higher scattering angles
only for decreasing values of n′. In addition, for a fixed neutral core value m1 =
1.007 + i · 0.04, only n′ < 1 yielded good matches to the experimentally observed
developments. But as the shell thickness is not necessarily equivalent to the transi-
tion region from high to low charge states, which will be discussed in detail in the
next section, also other core-parameters would be conceivable. This results in some
uncertainty in fitting the measured difference profiles with simulated profiles.

Fits for experimental difference profiles: In Fig. 3.33 the averaged profile at lowest
epdvalue and the difference profiles of the experimentally obtained average scattering
patterns of 400nm clusters are displayed on the left. On the right, profiles fitted to
the observed structures are presented which were calculated with the Mie based
core-shell code. For the core region, the optical constants of neutral xenon were
used.

The fit parameters used for calculating the profiles in Fig. 3.33 are displayed in
Fig. 3.34 as a function of time bin. The values fitted for the shell region reveal an
increase of the thickness of the weakly absorbing outer shell from 25 to 48nm while
the imaginary part of the refractive index, which corresponds to the absorption,
gradually decreases from n′′ = 0.0150 to 0.0038. At the same time, the real part of
the refractive index n′ drops from 0.970 to 0.928.

In conclusion, simulated core-shell profiles, which match the experimentally
obtained difference profiles, indicate the development of an outer shell with dif-
ferent refractive index compared to the core of the cluster. From the beginning of
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Fig. 3.33 Simulating the time-binned experimental data with Mie theory for coated spheres. In the
left panel the six time-binned profiles from Fig.3.31 (five difference profiles and averaged profile
with lowest epd) are displayed. Calculated profiles for a core-shell system with fit parameters as
indicated in the legend yield reasonable agreement. See text for details

the interaction towards more developed intermediate states, the low absorbing shell
increases in thickness. The resulting modulation, which is qualitatively similar to the
one observed in the data, is directly connected with a discontinuity in the real part of
the refractive index between core and outer shell. Towards later states, the real part
of the outer shell decreases.

It should be noted that the current fit represents only one option in the highly
dimensional parameter space and thus a certain degree of caution is obliged. For
example a more pronounced growth of the shell could be balanced out to some
degree by a lower value of n′ if at the same time n′′ was set slightly bigger. This is
especially problematic, as no direct fitting of the intensity profiles can be executed
due to the possible nonlinear efficiency of the scattering detector at small scattering
angles (cf. Appendix).
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Fig. 3.34 Fit parameters for the intermediate states defined by time-binning of the experimental
data. The parameters were obtained by comparing with calculated profiles as shown above (cf.
Fig. 3.33)

Fig. 3.35 Asymmetric
ionization dynamics,
incidence of light from the
left

Further, the inhomogeneous ionization can not be considered to be a radially
symmetric effect.Agreat difference in the ionization developmentwill occur between
the front and back side of the cluster with respect to the incoming beam. The side
of the cluster facing the FEL will be more efficiently ionized. Instead of the picture
of two spheres with different radii and properties placed concentrically one into the
other, the real circumstanceswill appearmore like the situation displayed in Fig. 3.35.
The effects on the scattering patterns are out of the range of a Mie-based calculation
and a current matter of discussion.

The derivation of the parameters from the fits, presented in Fig. 3.33, is comple-
mented in the following section with considerations on the plasma characteristics
and the ionization dynamics in the cluster during the interaction with the FEL pulse.
In particular the search for a discontinuity within the plasma, which appears to be
counterintuitive at first sight, will be in the focus of the analysis.

In the next section the atomic properties of xenon are summarized and set into
the context of the plasma environment. Changes in the structure of electronic states
in the presence of neighboring ions and quasi-free electrons, as well as the direct
contribution of the electrons to the optical properties will be discussed.
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3.5.4 Optical Properties of a Dense Xenon Nanoplasma

In Sect. 1.4.2 the effects of the plasma environment on atomic states have been
introduced. Changes in the optical properties from the dense xenon nanoplasma are
considered in this section. In particular three mechanisms play an important role:

• The vicinity of highly charged ions leads to a decrease of the ionization potentials.
But also small changes in the relative energetic positions of atomic levels can occur
[40, 41].

• The density of the quasi-free electrons will screen the charge from the nucleus,
yielding again energy shifts of atomic levels [40].

• The electron cloud directly changes the real part of the refractive index [42].

In Sect. 1.3.2, the absorption properties of atomic xenon and its ions for irradiation
with 91eV photon energy have already been gathered from the literature. A summary
of the absolute total and differential cross sections is given in Table3.3.

These values reflect the response of electrons bound to free atoms or ions. As
the values in the second column indicate a drastic step from high to low absorption
with increasing charge state arises at Xe4+. However, as stated above, the optical
properties of the large xenon clusters in the XUV pulses will substantially differ
from the atomic values in Table3.3.

Energy level shifts in the cluster plasma: Already for the undisturbed cluster the
high number of particles results in solid-state properties of the electrons instead of
atomic levels.As the clusters are bonded through theweakVan-der-Waals interaction,
the distance to the next neighbor for an atom in the cluster is higher and the influence
on the ionization potentials weaker than for other types of bond. Chemical shifts for
rare gas clusters are measured to be on the order of 1eV [43].

A considerably more pronounced effect results from the plasma environment,
which has been already discussed in Sect. 1.4.2. The vicinity of other highly charged
ions results in first-order approximation only in an upshift of all energy levels
[40, 41, 44] and therefore in a suppression of the interatomic barriers. For the ion-
ization potentials, considerable changes for the proximity of other ions of more than

Table 3.3 Total and partial xenon absorption cross-sections at 91eV

q Total σ (Mbarn) σq→q+1 (Mbarn) σq→q+2 (Mbarn) σq→q+3 (Mbarn)

Neutral 23 <1 12.5 10.5

1+ 25 2 23 0

2+ 22 4 16 0

3+ 25 25 0 0

4+ 200 200 0 0

5+ <2 <2 0 0

6+ <2 <2 0 0

7+ <2 <2 0 0

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
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30% have been predicted [41]. However, a higher order effect can be expected to
slightly shift atomic levels in respect to each other.

Also, from the presence of a large number of quasi-free electrons, a change in
the optical constants has to be expected [40]. The finite density of plasma electrons
at the ionic cores causes a lowered attraction of the bound orbitals towards the core
and thus results again in lower ionization potentials and presumably also in small
relative changes of the energy levels. As a consequence, within a dense xenon plasma
which exhibits spatial and possibly also temporal fluctuations of the local electric
field, i.e. plasma screening, the energetic positions of the atomic resonances (cf.
Sect. 1.3.2) might be slightly shifted. Therefore, also resonant transitions slightly off
the excitation energy, such as the 4d − 4 f transitions of Xe5+ and Xe6+ at 94 and
98eV, could become accessible.

This consideration sheds new light on the findings in a previous light scattering
experiment on single clusters with shorter pulses and lower power densities [24].
From the rising slope of the scattering profiles in this experiment, a tenfold absorption
was derived. This increase could not be explained satisfactorily with the resonant
cross-sections of Xe4+ alone. It appears less surprising considering the even larger
cross-sections of Xe5+ and Xe6+ of up to 1000Mbarn.

Phase shift from the electron cloud: The electron cloud also contributes directly
on the optical properties by changing the real part of the optical constants. In plasma
physics where mostly low density plasmas are investigated, the standard method
to determine the electron density is to measure the phase shift of light propagating
through the plasma [42]. Concepts from plasma physics as introduced in Sect. 1.4.2
can also be used to estimate the direct contribution of the electron cloud in the case
of the rather cold nanoplasma with supra-atomic density which is present in our
experiments.

An assignment to different types of plasmas accounting for the density and temper-
ature of the electrons has been introduced in Sect. 1.4.2. The degeneracy parameter
γ reads

γ = �
2

2 · me
· (3π2 · ne)

2
3

Te
. (3.4)

For FEL irradiated xenon clusters with several electrons per atom (ne = z · na =
z × 1.7 × 1022 cm−3) and an electron temperature of about 20eV, determined by
the kinetic energy of the photoelectrons [23], a γ-value >1 arises, which indicates
a quasi-metallic, strongly coupled plasma [45, 46]. Thus, following the example
from [47], the cluster can be approximated by a metallic sphere. The response of the
nanoplasma is given by the Drude-like dielectric function [48]

ε(R,ω) = 1 + χ0 − ω2
p

ω2 + i · ω · ν(R)
. (3.5)

The response of the bound electrons is condensed into the real-valued background
susceptibility χ0. The second term ω2

p/(ω
2 + iων) describes the response of the

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
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electron cloud with the laser frequency ω, the electron-ion collision frequency ν and
the plasma frequency ωp. This complex term can be split up into real-valued and
imaginary part by expanding the fraction with (ω2 − iων)

ω2
p(ω

2 − iων)

(ω2 + iων)(ω2 − iων)
= ω2

p

ω2 + ν2
− i · ω2

pν

ω3 + ων2
(3.6)

The plasma frequency ωp, which was introduced in Sect. 1.4.2 is a function of the
electron density ne. In a quasi-neutral plasma, ne equals the ion charge density and
can be expressed as ne = z · nion by an average charge state per atom of z. Then the
plasma frequency reads

ωp =
√

e2 · na · z

me · ε0
. (3.7)

The electron-ion collision frequency ν can be roughly estimated for theXUV spectral
regime and plasmas with moderate temperature to be around 1016Hz [47, 49], at least
one order of magnitude below the actual laser frequency of 1.4 × 1017Hz. This value
together with expression 3.7 can be substituted into the real part of the electron
response of Eq.3.6. By inserting all constant values (na = 1.67 × 1028, cf. next
section) it reads

ω2
p

ω2 + ν2
= z × 2.7 × 10−3. (3.8)

As this value will be subtracted, an increasing electron density can thus be expected
to lower the real part of the optical constants. This would be in agreement with the
decreasing n′ value found in the Mie fits in Sect. 3.5.3.

From theMie fits a decrease of the real part of the refractive index from n′ = 0.97
to n′ = 0.928 was obtained. The dielectric function ε is only another representation
of the optical constants and can be calculated from the refractive index via n = √

ε
[48]. By neglecting the absorption, i.e. the imaginary part, the dielectric function for
both values of n′ yields

ε1 = 0.972, ε2 = 0.9282− ⇒ �ε1,2 = 7.97 × 10−2

Now the assumption is made that the difference �ε1,2 is given by an increase of
the free-electron density from 0 to z electrons per atom. Then Eq.3.8 equals �ε1,2,
yielding an increase in electron density of up to 30 electrons per atom. This value
is unlikely to be reached in the nanoplasma. Therefore the decrease found in the
simulations with Mie theory for coated spheres can not only be attributed to the
changes in the density of the quasi-free electrons. This indicates that also the bound
electrons make a contribution to the real part of the refractive index which further
decreases n′.
Phase shift from bound electrons: The approximation of a free electron dominated
plasma and neglecting contributions from bound electrons is clearly not valid for

http://dx.doi.org/10.1007/978-3-319-28649-5_1


136 3 Results and Discussion: Imaging and Ion Spectroscopy . . .

xenon in the XUV range, where strong electronic resonances exist [42]. But not only
the imaginary part of the optical constants, i.e. the absorption, will take extreme
values, also the real part is strongly influenced, as the real and imaginary part are
connected via the Kramers-Kronig dispersion relations (cf. Sect. 1.2.1, Eqs. 1.12).

The atomic scattering factor f1 for the example of Xe3+ [42], displayed in
Fig. 3.36, can give a striking example. The corresponding absorption cross-sections
have beenmeasured by Emmons et al. over a wide range in the XUV [50]. Plots of the
cross-sections can be found in Fig. 1.12d in Chap.1. By using the Kramers-Kronig
relations, f1 was calculated by Nilsen [42]. A pronounced oscillatory structure with
excitation energy can be observed in Fig. 3.36 with values changing from extreme
positive to negative values (or vice-versa) within a small energy range. For the par-
ticular example, given in Fig. 3.36, the atomic scattering factor f1 of −40 at the
actual photon energy of 91eV yields an anomalous dispersion with a real part of the
refractive index n′′ of 1.06.

To conclude in these considerations, the absorption cross-sections of xenon
atoms and atomic ions yield a step at 91eV from high (Xe0,1+,2+,3+) to low val-
ues (Xe5+,6+,7+,...) with a high absorbing intersection (Xe4+). Screening effects of
the nanoplasma might be able to make resonant transitions of Xe5+ and Xe6+ acces-
sible for the actual excitation energy. The electron cloud contributes to the decrease
the real part of the optical constants, but the influence of the bound electrons might
dominate the real part of the optical properties in the vicinity of resonances.

In the next section, a simplemodel is utilized to trace the development of the radial
charge state densities and the density of the quasi-free electrons in the interaction.

Fig. 3.36 Atomic scattering
factor f1 for Xe3+ in the
XUV regime [42]

http://dx.doi.org/10.1007/978-3-319-28649-5_1
http://dx.doi.org/10.1007/978-3-319-28649-5_1
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3.5.5 Simulation of Radial Charge State Densities

In this section, the development of the changing degree of ionization along a radial
path into the cluster are modeled with a simple Monte Carlo Simulation. The devel-
oped simulation studies the path of the photons into the cluster until they are absorbed
in a certain depth. Therefore a simple one-dimensional model of the cluster with a
sequence of photons propagating along a chain of atoms, or respectively ions has
been developed. Statistical probabilities for the interaction between each atom and
photon are applied, corresponding to the tabulated cross-sections of atomic xenon
and its ions (cf. Table3.3). Important features of the simulation are explained in the
subsequent paragraph and theMatlab code can be found in the appendix to this work.

1D Monte Carlo model of ionization dynamics The behavior of a many-particle
system can be modeled through a large number of simulation repetitions of statistical
processes. This technique is referred to as Monte Carlo method [51].

The one-dimensional model of the cluster is schematically sketched in Fig. 3.37a.
The atoms are numbered from the surface to the core by i = 1 → Na . The number
of photons N which fall on the geometrical cross-section of one xenon atom are
calculated corresponding to the epd values which have been assigned to the aver-
aged scattering profiles in Sect. 3.5.2. The value for the geometrical cross-section of
a xenon atom of σgeo = 1.8 × 10−19 m2 = 1800Mbarn corresponds to a solid xenon
density of 3.654g/cm3 [52], and respectively to a density of na = 1.67 × 1028 par-
ticles per m3. From the resulting atomic radius of rXe = 2.43Å, the 400nm cluster
considered here exhibits Na = 824 atoms in a one-dimensional array.

To each atom, a charge state qi and an absorption probability pi = 3
2 · σ

σgeo
as the

ratio of absorption cross-section to geometric cross-section are assigned (the pre-
factor 3/2 results from the one-dimensional approximation, see Appendix). There-
fore, the values for atomic xenon and its ions from Table3.3 are used. In cases where
only limit values are given in Table3.3—for example < 2Mbarn—they are included
as 2 Mbarn. Charge states of 8+ and higher are artificially set to zero cross-section.
The total cross-sections are displayed for the charge states 0–8 in Fig. 3.37b. From
these values the penetration depths labs can be calculated with Eq.1.11. They are also
shown in Fig. 3.37b.

The N photons are propagated sequentially through the chain of atoms, starting
from the surface. For the j th photon at the position of the i th atom, random experi-
ments probe the interaction. In particular, a random number rand between 0 and 1
is generated and compared to the absorption probability pi . If rand < pi the photon
will be absorbed, thus the charge qi is increased by 1 (for neutral, singly and dou-
bly charged xenon, the probabilities for Auger decay and the resulting increase of 2
or even 3 charges are considered in the simulation). With a change in q, p is also
changed. Then the next photon starts from the surface. If the photon has not been
absorbed at position i , the next atom i + 1, or respectively ion, will be probed in a
new random experiment.

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Fig. 3.37 One-dimensional simulation of radial ionization dynamics: a Photons propagate along a
chain of atoms.Absorption is probed for every atom according to the charge-state specific absorption
probability. As illustrated in the upper picture, for fixed charge states reproducing the penetration
depth can be tested. The lower picture illustrates the dynamic simulation of the radial evolution
of ionization. b Absorption cross-section and penetration depth of the tabulated values for atomic
xenon and its ions (cf. Sect. 1.3.2). c Simulated intensity decay for fixed charge states 0, 4+ and 5+.
The number of photons along the chain of atoms decays exponentially. The simulated penetration
depths (decay to e−1) match the tabulated values

In this simple, one-dimensional simulation, many effects are neglected, which
can play an important role in the ionization dynamics. Namely elastic light scatter-
ing, recombination effects, charge redistribution in the cluster and changes in the
cross-sections due to screening effects are not considered. However, Auger decay
processes following the photoionization of neutral, singly and doubly charged xenon,
are implemented by separate probabilities for the decay channels.

For the analysis of the ionization development, the charge state distribution qi (N )

is tracked and in addition the position, at which each photon N j was absorbed, is
recorded. Therefore, a population vector for each photon with n entries is generated.
Each atomic position passed by the photon is set to 1, from the position i on, where
the photon was absorbed, the entries are set to 0. By summing the population vectors
up, the radial absorption behavior can be extracted.

The population vectors can also be used to check the reliability of the simulation by
simulating the penetration depths. For this check, fixed charge states are simulated,
i.e. all atoms start with the same charge state, and in case of a positive random
experiment, the photon will be annihilated but the charge state remains constant. The

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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characteristic penetration depths can be obtained from the simulation by summing
up the population vectors, as displayed in Fig. 3.37c for neutral xenon, Xe4+ and
Xe5+. The penetration depth (see also Sect. 1.2.1) is defined by the distance over
which the number of photons in average decreases by a factor of e. This threshold
and the resulting penetration depths of 24, 3, and 301nm are marked in the curves
of Fig. 3.37c. They match very well the calculated penetration depths of la(q) from
Fig. 3.37b of respectively 25, 3 and 300nm.

Development of a low absorbing outer shell For the simulation of the charge state
densities, 2.6 × 101 − 2.6 × 103 photons have been propagated through the atomic
chain, corresponding to epd values of 3 × 1012 − 3 × 1014 W/cm2. The results are
presented in Fig. 3.38. The developing ionization from the outside into the cluster can
be followed.A rather abrupt change fromXe3+ toXe5+ with virtually no contribution
from Xe4+ stems from the much higher absorption probability of Xe4+. With an
increasing number of incident photons, the transition region between high and low
charge states is driven further into the cluster.

Fig. 3.38 Radial development of the charge state densities simulated in a simple, one-dimensional
Monte Carlo model. With increasing epd from 3 × 1012 to 3 × 1014 W/cm2, corresponding to a
number of incident photons per geometric cross-section rising from 26 to 2600, the lower charge
states are driven into the cluster

http://dx.doi.org/10.1007/978-3-319-28649-5_1
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Fig. 3.39 a Number of electrons per atom as a decreasing function with depth below the surface.
Full screening is assumed. The radial electron density reveals a steep gradient from six to two
electrons per atom within 50nm. b Development of intensity decay over distance from the cluster
surface simulated in the Monte Carlo model. The transition from flat to steep slope indicates an
increasing outer shell of up to 330nm thickness with low absorption. The transition region with 70
to 100nm is rather broad

From the analysis of the ion kinetic energies in the last chapter, a quasi-neutral
plasma and therefore full screening of the ions by quasi-free electrons is expected.
As a consequence the radial density of the quasi-free electrons can be calculated as
the sum of the charge state distributions multiplied with the respective charge states.
The number of electrons per atom for increasing depth below the plasma surface
is displayed in Fig. 3.39a. The electron density distribution reveals a rather steep
gradient from approximately 6 to 2 electrons per atom within 50nm. This gradient
is driven further into the cluster with increasing epd.

A similar development can be observed for the decay of the photons. The sum of
the photon population vectors generated in the simulation is displayed in Fig. 3.39b.
A flat, low absorbing outer region and an inner, steeper and stronger absorbing region
can be distinguished clearly.

The different slopes observed in the intensity decay of the photons (Fig. 3.39b)
correspond to a step in the absorption from a rather low value in the outer shell
to a higher neutral-like absorption in the core of the cluster. On the one hand, the
systematic simulations of core-shell scattering profiles in Sect. 3.5.3 revealed that the
low absorption in the outer part of the cluster is a necessary precondition for strong



3.5 Fingerprints of a Nanoplasma Shell in Size-Selected Scattering Profiles 141

modulations, but is not causing them. In fact, only a sharp edge in the real part of
the optical constants, leading to pronounced phase shifts in the scattered waves, can
create the prominent superstructure on the scattering profiles. On the other hand, with
the transition between highly charged ions and lower charge states also a change in
the real part can be expected.

In conclusion the simple simulations performed with the one-dimensional model
yield the emergence of two regions within the cluster with different electronic prop-
erties. However, neither the values for the shell thickness resulting from the Mie
fits Sect. 3.5.3 can be reproduced, nor a sharp interface, necessary for prominent
modulations, is found in the simulated radial ionization dynamics. The depth below
the surface in which the large gradients in absorption and density of free electrons
occur increases up to 330nm for highest exposure power densities. This value is
much larger than the shell thickness estimated from the Mie fits of 50nm. The tran-
sition region between both mostly linear parts with approximately 70nm can not be
considered a sharp edge.

The simple model used for this simulation can not be expected to yield per-
fect agreement with the experimental data. But on the other hand, most of the
effects neglected in the simulation including recombination or charge transfer can
be assumed to further smooth out the charge distributions.

However, two effects can be identified which could help to explain a more abrupt
change in the optical properties and a smaller thickness of the outer shell.

For one, as discussed in the previous section the plasma environment may yield
small shifts in the energy levels of the ions in the cluster. If the resonant features of
Xe5+ and Xe6+ with very high cross-section were accessible for the 91eV radiation,
the bends in the electron density distribution and the intensity decay curves would
become more steep. Also the increase of the thickness of the outer shell would be
slowed down with increasing overall absorption.

Second, scattering as a possible interaction process between photon and ion is
neglected in this simple simulation. However, as discussed above a transition layer
in the nanoplasma which is highly reflecting is a necessary precondition for the
observed modulation in the data. If such a highly reflecting layer is present in the
nanoplasma, the effect of scattering will become important. The photon density in a
greater depth than the reflective layer would decrease, which results in less ionization
in the core. Again, the increase of the shell thickness would be slowed down.

Explaining the sharp interface within the nanoplasma appears to play a pivot role
for understanding the emergence of modulations in the scattering pattern. Based on
the radial distributions of charge states and quasi-free electrons, an attempt will be
made in the next Sect. 3.5.6, to indicate possible explanations for the emergence of
an otherwise contra-intuitive discontinuity in the nanoplasma.
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3.5.6 Conclusions for the Scattering Data and Discussion

Characteristic modulations in all scattering patterns of large xenon clusters reveal
a clearly visible epd dependence but only a weak size dependence. Initial consid-
erations lead to the conclusion that the beating pattern is a signature of a refractive
index core-shell system with a sharp interface within the nanoplasma. Difference
profiles from averaged scattering patterns were analyzed in order to get access to the
contributions of the transient stages in the development.

AMie-based simulation for coated spheres was used for the analysis of the differ-
ence profiles. The Mie simulation incorporates six variables: radius, shell thickness
and refractive index for both regions, each consisting of real and imaginary part.
Systematic studies show that a discontinuity in the real part causes the emergence
of a beating pattern, while an increasing absorption in outer shell will suppress the
beating pattern. Changes of the shell thickness alter the frequency of the beating
pattern, while variations in the real part of the refractive index will mainly shift of
the superstructure in respect to the scattering angles.

The experimental difference profiles were fitted with simulated patterns. The
refractive index of the core was set to neutral xenon, the thickness and refractive
index of the shell served as fit parameters. From the initial towards later states of the
plasma, the parameters appear to change in the following fashion:

• The thickness of the outer shell increases.
• The absorbtion in the outer shell decreases.
• The real part of the refractive index in the outer shell decreases.

These developments could be further enlightened by considering the special ioniza-
tion properties of xenon at 91eV excitation energy and the radial evolution of the
charge state distributions. While the lower charge states of xenon exhibit a strong
absorption, an outer shell with increasing thickness will be highly photo-ionized and
thus only weakly absorbing. The decreasing real part of the refractive index can be at
least partially attributed to the increasing density of quasi-free electrons in the outer
shell.

The observed changes in the time-binned scattering profiles have to be considered
very surprising. For one, the profiles are obtained by averaging over many single
patterns. Further, the difference profiles are the integration over a time bin, i.e. a
certain range of transient interstages. Both effects are expected to suppress the beating
pattern, therefore even more extreme transient values of the optical constants in the
plasma are conceivable. Definitely the most puzzling detail consists in the radical
change of the real-valued n′ on a very short length scale which is necessary for
explaining the presence of modulations.

Speculation about the origin of highly reflecting transition layer within the
plasma: The proposed explanation is based on mainly two effects.

For one, the radial charge state density distributions simulated in Sect. 3.5.5 result
in radially changing local electric fields, that is a radially changing plasma screening.
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Fig. 3.40 A strong screening gradient resulting from the radial density distribution of the quasi-free
electrons falls together with the radial distribution of Xe3+. For this charge state, strong oscillations
of the real part of the refractive index close to the excitation energy have been reported [42]. Both
effects in combination might transform the strong oscillations of n′ within a short energy range into
spatial oscillations of the real part of the refractive index. This would lead to a multilayer-like effect
several tens of nanometers within the plasma

In particular the radial distribution of quasi-free electrons exhibits a steep gradient
in the transition region towards lower charge states, as displayed in Fig. 3.39a.

Secondly, as the example of Xe3+ in Fig. 3.36 shown in Sect. 3.5.4 demonstrated,
also the real part of the refractive index undergoes drastic changes in the vicinity of
strong absorption resonances.

These two results combined could be taken as an indication towards the following
idea: The drastic oscillations of Xe3+ in n′ on the energy scale are transformed by
the radial plasma screening gradient induced by the quasi-free electrons into spatial
oscillations of n′. In other words, the high reflectivity is due to the development of an
oscillatory plasma structure which could be termed a transient plasma multilayer.
A sketch of the concept is given in Fig. 3.40.
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Chapter 4
Summary and Outlook

In this work the ionization and plasma dynamics of single large xenon clusters
induced by intense XUV pulses from the free-electron laser FLASH have been
investigated. Using coincident ion spectroscopy and light scattering allowed gaining
insight into different time scales of the interaction and have found to be sensitive on
different aspects of the cluster dynamics. A key aspect of the analysis of the single
shot data was using the scattering patterns of individual clusters to sort the data for
well defined systems in size and shape as well as in exposure power density.

The information from the single cluster scattering patterns on shape, size and
abundance of the clusters led to new insight into the cluster growth process and
experimental conditions for producing giant clusters up tomicrons in diameter. Their
emergence appears to be tied to the pulsed operation of the cluster jet, possibly from
the creation of clusters out of the liquid phase in the closing of the valve. With
increasing cluster size, more frequently a grainy structure of the particles was found,
existing in parallel to spherically shaped clusters. For radii above 200nm, only grainy
hailstone-like clusters appeared.

In the size-sorted ion spectra of large xenon clusters with several hundreds of
nanometer radius, ions with a narrow kinetic energy distribution were observed,
paired with a characteristic linear increase of the central energy on the charge state.
Thesefindings indicate, that only the outermost surface layer of the cluster contributes
to the ion spectra. Charge separation on the surface of an almost neutral nanoplasma
could be identified as the leading mechanism for ejecting the ions. The largest part
of the otherwise fully screened, dense and rather cool nanoplasma recombines to
neutral atoms and thus disappears from the view of ion spectroscopy.

From the the scattering patterns of the same clusters information on the transient
structure of the nanoplasma several tens of nanometers beneath the cluster surface
could be gained. Power density dependent modulations in the scattering profiles of
more intense hits were found, which depend only weakly on the cluster size. These
modulations indicate a transient refractive core shell system, evolving on the 100 fs
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time scale of the interaction with the FEL pulse. Insight into changes of the thickness
and the refractive index of the outer shell during the evolution of the nanoplasma
was gained by fitting the scattering profiles with Mie theory. The analysis of the fits
indicates that both, the special electronic properties of xenon at the excitation energy
of 91eV and the quasi-free electrons in the ultrafast evolving nanoplasma together
are responsible for the emergence and the development of the modulations in the
scattering patterns.

These results emphasize the opportunities of single cluster light scattering exper-
iments, to deliver fascinating insight into transient electronic states in the clusters.
Further experiments are planned for the future combining the method of coinci-
dent single cluster imaging and ion spectroscopy with pump-probe techniques. With
infrared laser pulses a nanoplasma with different degrees of inner ionization can be
prepared and imaged by a shortly delayed XUV pulse.With intensities of the IR laser
above 1015W/cm2 even average charge states of Xe26+ can be generated [1], making
the cluster fully transparent for ionization with XUV light. In this case, mainly the
cloud of delocalized electrons in the plasma is expected to contribute to the scattering
pattern.

In addition to the influence on the scattered light from bound and uncorrelated
moving quasi-free electrons, collective motions of the electron cloud can be studied.
A Mie plasmon, i.e. a large amplitude collective motion of the electron cloud can be
created in the nanoplasmawith an infrared laser pulse, if the cluster is expanded up to
a critical density. As illustrated in Fig. 4.1 a third laser pulse can be used to initiate
the expansion of the cluster. The subsequent IR pulse excites the Mie plasmon in
the expanded cluster and a coincident XUV pulse images the highly excited plasma.
The proposed pump-probe experiments promise to help disentangling the complex
interplay of bound and free electrons in the light-matter interaction.

Fig. 4.1 A large amplitude collective motion of the electron cloud, also referred to asMie plasmon,
can be enforced in the nanoplasma with an infrared laser pulse, if the cluster is expanded up to a
critical density. Three pulses are needed for imaging a Mie plasmon. One laser pulse initiates the
expansion of the cluster. The subsequent IR pulse excites the Mie plasmon in the expanded cluster
and a coincident XUV pulse images the highly excited plasma
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Detailed insight into the influence of the plasma environment on the specific
atomic structure in highly excited super dense plasmas could be gained by imaging
single large clusters of different target materials with different on- and off-resonant
excitation wavelengths. This prospect is in particular interesting with the perspective
of seeded FEL sources such as FERMI [2] or sFLASH [3], where exact photon
energies can be produced and scanned. In this context, the investigation of large
individual clusters with scattering methods holds the promise to yield insight into
unexplored short-lived phenomena of finite plasmas.
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Appendix A
Detector Calibration

The scattering pattern from single clusters analyzed in Sect. 3.5 have been obtained
with a large area detector which allows for spatially resolved measurement of the
scattered light. This scattering detection system has been introduced in Sect. 2.2.3.

For correct interpretation of the scattering patterns, it is necessary to consider the
efficiency flatness of the scattering detector, i.e. to analyze if the detection efficiency
changes for different positions on the detector. Further, it is important to know to
which extend the detector signal is a linear function of the scattered light falling
on the detector over the dynamic range in this experiment. These questions will be
considered in some more detail within this paragraph.

The discussion will be based on a data set from a pump-probe experiment using
an additional infrared laser pulse (λ = 800nm) [1]. The experiment was carried
out using the current setup as described in Sect. 2.2. The infrared laser alone is not
able to produce a scattering pattern of the single clusters due to the long wavelength.
However, it produces a high amount of fluorescent signal, which can be of use for
this discussion as its emission is approximately isotropic.

Detector profiles of single shot images produced with a single IR-pulse, which
show different amounts of fluorescence are displayed in Fig.A.1. The profiles are
already corrected for the flat detector by 1/(cos θ)3 (cf. Sect. 3.5.1). Assuming a con-
stant detection efficiency over thewhole detector, the profiles should also be constant.
In contrast, they exhibit a decrease towards smaller detection angles, however, the
curve progressions appear very similar for all single shots.

Further, some single shots from the IR-pump-XUV-probe experiment [1] are dis-
played in Fig.A.2. For very long delays between infrared and XUV laser pulses
exceeding 1ns, the single shot images from the scattering detector show no scatter-
ing signal when the clusters which were pumped by the infrared pulse are already
destroyed. However, many single shot images reveal a large fluorescence signal, as
indicated by the profiles in Fig.A.2. The curve progressions are similar to the IR-only
profiles in Fig.A.1, despite some straylight from the XUV pulse at small detection
angles.
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Fig. A.1 Fluorescence from large xenon clusters in single IR pulses. The signal on the scattering
detector is due to strong fluorescence. This radiation is approximately isotropic and can be used to
investigate the detection efficiency over the detector area. The radial profiles of the fluorescence
(corrected for the flat detector) reveal a decreasing efficiency towards smaller angles

Fig. A.2 Higher fluorescence intensities are reached in an IR-pump-XUV-probe experiment for
very long delays in the ns range. The curvature of the fluorescence profiles is very similar for all
intensities

The decrease of the fluorescence signal towards smaller detection angles can
be attributed to detector regions with decreased efficiency. FigureA.3a shows the
single shot image corresponding to the most intense profile in Fig.A.1 with some
irregularities of the detector indicated by arrows. A stripe of decreased signal can be
found above the center hole of the detector. At this location ions from background
gas in the chamber can be found, if the MCP is not gated (cf. Sect. 2.2.3), which are
produced by the exiting FEL beam and pulled towards the MCP. Their continuing
impact appears to induce a degradation effect in this detection area. Further, on the
lower left side of the detector’s center hole, a weak spot can be found. The decreased
efficiency is not due to degradation of the detector, but a geometric effect. The MCP
channels are tilted to the surface normal by an angle of 8◦, as described in Sect. 2.2.3
in order to enhance detection efficiency. As the clusters in the interaction region can
be considered a point source of light, the scattered or fluorescent photons in a certain
direction will deeply penetrate the channels before they are detected, resulting in a
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Fig. A.3 a Single shot image with high fluorescence intensity on the scattering detector. The single
shot corresponds to the most intense profile in Fig.A.1. Irregular areas are indicated with arrows,
see text for details. b Correction curve for decreased efficiency at small scattering angles, calculated
from the averaged fluorescence profiles in Figs.A.1 and A.2

decreased gain of the signal. In accordance to the bias angle of the MCP channels,
the efficiency minimum is observed under an angle of 5–12◦. This geometric effect
occurs in all kinds of applications using spatially resolving MCP-based detectors
combined to a point source of emission.

Two further irregularities of the detector images are indicated in Fig.A.3a: Due to
a direct hit with the infrared laser, the out-of-vacuum CCD camera has several dead
pixels in a region close to the 8◦-minimum. An artifact on the images which only
occurs in the presence of the infrared laser is an extended bright area on the left side
of the center hole which results from a reflection of the infrared laser falling directly
on the CCD. Nevertheless, it appears that the overall signal on the left side of the
detector is stronger than on the right side. To what extend this effect results from the
IR reflection or an actual difference in detector efficiency is not easy to decide.

In conclusion, deviations from a constant spatial efficiency of the scattering de-
tector can be accounted for by calculating a correction curve from the profiles in
Figs.A.1 and A.2. This curve is displayed in Fig.A.3b. In accordance to the above
described observation of decreased efficiency towards smaller observation angles,
also the correction curve deviates from the constant value of 1 for angles below 15◦
and rises up to a factor of 1.7.

It is important to note that within the analysis of the scattering patterns from single
clusters in Sect. 3.5, this correction has not been applied. Instead for determining the
scattering profiles, the region of the detector was restricted to the right side, excluding
all irregularities discussed above.

The more critical issue for the interpretation of the epd-dependent changes found
in the scattering patterns of similarly sized individual clusters (cf. Sect. 3.5) is the
response function of the detector with increasing incident scattering signal. Again
the fluorescence light produced with the infrared laser can be used for the discussion.
In Fig.A.4 the integrated signal from fluorescence light found in the signal from the
ion detector is presented as a function of average signal from the scattering detector
for every single shot of the data set which also contains the hits presented in Fig.A.1.
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Fig. A.4 Integrated signal from the light peak of the ion detector as a function of the average signal
from the scattering detector. The single shots are taken from the data set discussed in Fig.A.1. A
weak slope in the first part of the graph indicated by a dotted line corresponds to shots where no
cluster was hit. Statistical fluctuations due to straylight influence both scattering detector and ion
detector result in a weak positive slope. For shots containing signal from clusters, the light signal
on the ion detector increases approximately linearly with the average signal from the scattering
detector, as indicated by the dashed line. Several shots deviate from the dashed line due to different
positions of the clusters under the aperture of the ion spectrometer

The very weak slope (dotted line) in the first part of the graph corresponds to the
“empty” shots, where no cluster was hit and only statistical fluctuation for example
due to straylight influence both scattering detector and ion detector in a characteristic
manner. For hits, i.e. shots which contain the signal from at least one cluster, the light
signal on the ion detector increases approximately linearly with the average signal
from the scattering detector which is indicated by the dashed line. However, several
shots clearly deviate from the dashed line, probably due to different positions of
the clusters under the aperture of the ion spectrometer. This effect appears to be
particularly strong in this data set. A reason therefore might be found in the fully
opened skimmer slit for the measurement with the infrared laser, which allows for
larger fluctuations in the cluster position.

However, a definite answer to the question, whether the signal from the scattering
detector scales linearly with the actual scattering intensity or not over the whole
dynamic range can not be given, mainly for two reasons.

First, the signal on the scattering detector from elastic scattering of individual
large clusters is up to a factor of 4 higher than the maximal fluorescence signal
obtained in the IR-XUV-pump-probe measurements. Therefore, no information is
available for the in particular critical higher intensity range.

Second, only data sets with lower fluorescence signal can be analyzed for the light
peak in the ion detector. The intensity of the fluorescence light for example from the
pump-probe experiment with long delays as presented in Fig.A.2 is high enough to
saturate the MCP in the ion detector. The early saturation of the light peak in the ion
spectrometer is a characteristic feature of the fluorescence light and due to the fact
that the fluorescent light is emitted approximately isotropic. In contrast, only for the
largest clusters imaged in this thesis with a single XUV pulse at highest epd values,
the light peak in the ion spectrometer is clearly saturated.
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In view of the above discussed uncertainties, the epd values which have been
assigned to the ion spectra and scattering patterns of single clusters in Sects3.4 and
3.5 should only be considered a guide.
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Appendix B
1D Monte-Carlo Simulation of Light
Penetration

In Sect. 3.5.5 the radial ionization dynamics of large xenon clusters irradiated with
90eV pulses have been traced in a one-dimensional model simulation. The details
of the model and the realization in a simulation algorithm have been discussed in
Sect. 3.5.5. The source code of the simulation which has been developed for Matlab
is presented here. Subsequently a factor of 3/2 in the absorption probability will be
demonstrated.

The code starts with a prefix containing a number of definitions and input pa-
rameters, such as the cross-sections which are taken from tabulated values. The
prefix is followed by the static simulation of the penetration depth for a distinct,
fixed charge state. Finally, the radial ionization dynamics are simulated starting with
neutral atoms.

Prefix:

clear all

rho = 3.654; %xenon solid density in g/cmˆ3
AtomicMass = 132; %xenon atomic mass in u
Avogadro=6.022e23; %particles per mol
electroncharge=1.6022e-19; %in C
PhotonEnergy=90; %in eV
tpulse=1e-13; %in s
Intensities=[3e14; 1e14; 3e13; 1e13; 3e12]; %in W/cmˆ2
ParticleDensity=(1/AtomicMass)*Avogadro*rho*1e6; %in mˆ-3
AtomicRadius=(3/(4*pi*ParticleDensity))ˆ0.3333; %in m
GeometricCrosssection=pi*AtomicRadiusˆ2; %in mˆ2
Nphoton=round(Intensities.*(tpulse*GeometricCrosssection

*1e4/(PhotonEnergy*electroncharge)));
PartialCrossSections=[1 12.5 10.5;2 23 0;4 16 0;25 0 0;

200 0 0;2 0 0;2 0 0;2 0 0;0 0 0];
%partial cross-sections of xenon ions in Mbarn

TotalCrossSections=sum(PartialCrossSections,2);
Probability=(3/2)*PartialCrossSections*1e-22/GeometricCrosssection;
PenetrationDepth=1./(TotalCrossSections*ParticleDensity*1e-22);
ClusterRadius=4e-7;
Natom=round(ClusterRadius/(AtomicRadius*2));
PenetrationDepthNatom=round(PenetrationDepth./(AtomicRadius*2));
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Simulation of Penetration Depths:

%% %%% Static simulation of penetration depths for neutral xenon, 4+ and 5+
PenDepthMatrix=zeros(Natom,3);
for k=1:3

Nphot=Nphoton(1,1);
q=zeros(Natom,1);
Int=zeros(Natom,1);
if k==1

a=0;
elseif k==2

a=4;
else

a=5;
end
q=q+a;
Intensitydecay=zeros(Natom,Nphot);
for j=1:Nphot

Occupation=1;
for i=1:Natom

if q(i,1)==8
elseif q(i,1)<3

if Probability(q(i)+1,1)>=rand(1)&&Occupation>0
Occupation=0;

elseif Probability(q(i)+1,2)>=rand(1)&&Occupation>0
Occupation=0;

elseif Probability(q(i)+1,3)>=rand(1)
Occupation=0;

end
elseif q(i,1)>2&&q(i,1)<8

if Probability(q(i)+1,1)>=rand(1)
Occupation=0;

end
end
Intensitydecay(i,j)=Occupation;
if Occupation==0

break
end

end
end
Int=Int+sum(Intensitydecay,2);
figure (2)
semilogy(Int); xlim([0 Natom]); hold all
Trace{k,1}=[’Intensity decay xenon’ num2str(a) ’+’];
PenDepthMatrix(:,k)=Int;

end
legend(Trace)

Simulation of the Radial Ionization Dynamics:

%% %%%Dynamic simulation. Start with q_i =0.

IntDecayMatrix=zeros(Natom,5);
Electrons=zeros(Natom,5);
for t=1:5

ChargeStateDist=zeros(Natom,9);
Nphot=Nphoton(t,1);
Int=zeros(Natom,1);

for k=1:500
q=zeros(Natom,1);
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Intensitydecay=zeros(Natom,Nphot);
for j=1:Nphot

Occupation=1;
for i=1:Natom

if q(i,1)==8
elseif q(i,1)<3

if Probability(q(i)+1,1)>=rand(1)&&Occupation>0
q(i)=q(i)+1;
Occupation=0;

elseif Probability(q(i)+1,2)>=rand(1)&&Occupation>0
q(i)=q(i)+2;
Occupation=0;

elseif Probability(q(i)+1,3)>=rand(1)
q(i)=q(i)+3;
Occupation=0;

end
elseif q(i,1)>2&&q(i,1)<8

if Probability(q(i)+1,1)>=rand(1)
q(i)=q(i)+1;
Occupation=0;

end
end
Intensitydecay(i,j)=Occupation;
if Occupation==0

break
end

end
end
for l=1:9

ll=find(q==l-1);
ChargeStateDist(ll,l)=ChargeStateDist(ll,l)+1;

end
Int=Int+sum(Intensitydecay,2);

end
ChargeStateDist=ChargeStateDist./500;
for l=1:9

Electrons(:,t)=Electrons(:,t)+l.*ChargeStateDist(:,l);
end
IntDecayMatrix(:,t)=Int./500;

figure (100)
semilogy(Int); hold all
IntLegend=Intensities(t,1)./1e12;
Trace=[’intensity decay’ num2str(IntLegend) ’x1e12 W/cmˆ2’];
legend(Trace)

figure (t)
plot(ChargeStateDist(:,1)); hold all
Legende{1,1}=’charge state distribution Xe neutral’;
for u=2:9

plot(ChargeStateDist(:,u)); hold all
Legende{u,1}=[’charge state distribution Xe’ num2str(u-1) ’+’];

end
legend(Legende)
Name2=[’ChargeState’ num2str(Nphot) ’Phot_DissApril.txt’];
save (Name2, ’ChargeStateDist’, ’-ascii’)
end
figure (50)
plot(Electrons);
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Factor 3/2 in Absorption Probability: The probability pi of an atom i in the
simulation to absorb a photon is given by the ratio of tabulated absorption cross-
sections σabs and geometric cross-section σgeo, times a factor of 3/2. This factor of
3/2 results from the one-dimensional approximation, which can be demonstrated by
calculating the probability for the single absorption process pi from the probability
to find a photon at the penetration depth labs (also referred to as absorption length,
hence the name) which is defined as 1/e.

P(d = labs) = e−1 = (1 − pi )
N , (B.1)

with N being the number of atoms from the surface to the penetration depth. N can
be calculated as N = labs/2ra where ra denotes the atomic radius of xenon. The
connection between the penetration depth and the absorption cross-section can be
found in the decay of the intensity

I (d) = I0 · e−naσabs d , (B.2)

with the the incident intensity I0 and the atomic density na . The intensity at the
penetration depth has decayed to 1/e of the incident intensity

I (labs) = e−1 · I0 = I0 · e−naσabs labs

⇔ labs = 1

naσabs
. (B.3)

The atomic density na can be expressed in terms of the atomic radius

na = 1

Va
=

(
4π

3
r3a

)−1

. (B.4)

The geometric cross-section σgeo = πr2a can be substituted into Eq.B.4, yielding

na = 1
4
3r3a σgeo

. (B.5)

The penetration depth in Eq.B.3 can now be expressed through the cross-sections
by inserting Eq.B.5:

labs = 4raσgeo

3σabs
(B.6)

This expression for labs canbe substituted into theprobabilityEq.B.1 and solved for pi
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e−1 = (1 − pi )
2
3

σgeo
σabs

pi = 1 − e− 3
2

σabs
σgeo (B.7)

For absorption cross-sections σabs � σgeo the exponential function can be replaced
by the first and second term of the Taylor series ex ≈ 1 + x . Thus, the probability
for absorption for a single atom pi reads

pi = 3

2

σabs

σgeo
. (B.8)
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